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Abstract 

Estimating the general linear regression model when there is a high 

dimensions data understudy is very important topic to study and analyze, 

due the problems that appear when the dimension of data exceeds like 

multicollinearity, the study aims at using different adaptive penalized 

function to estimate the general linear regression model by using Sure 

Independence Screening SIS, in addition other method were chosen 

which is Ridge Regression. Data were collected that represent Social 

Deprivation Index SDI in Iraq from different governments of Iraq, 

moreover; simulation data were held and comparison were made to choose 

the better estimating method by using Mean Square Errors MSE. 

Keywords: Sure Independence Screening, Panelized Functions, Ridge 

Regreesion 

 

 

1- Introduction  

Information about variables that we study is the key issue to determine a good methos to analyze. 

And when there is high dimension data under study the classical methods like Maximum Likelihood 

ML or the ordinary Least Squares OLS is not effective and weak. 

In high dimension data Reducing dimensions of data under study has concerned by many scholars 

like Fan &Lv[4] (2007) who introduced a new iterative selection variable procedure they called 

sure independence screening SIS.  The researches depended on choosing initial estimation for the 

linear regression model than obtaining the loss function of the variables and selecting certain 

variables with the smallest values of the loss function.  The next step is estimating the model that 
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contains the selected variables with one of the penalized regression methods then repeat that until 

we have the important variables. And Fan&Lv[8] (2009) introduced a new penalized regression 

methods, they proposed a new rational ridge parameter depends on the ratio between L1-Norm and 

L2-Norm . Additionally, the researchers also used an initial estimation for linear high dimensional 

regression model parameters depends on the Pseudoinverse for the matrix ′𝑋 . Simulation results 

showed that the new estimator is better than SCAD and Lasso, depending on the value of mean 

square errors.Lv& Fan called the new estimator smooth integration of counting and absolute 

deviation SICA. 

In our study, we have a general linear regression model with several explanatory variables  

𝒀 = 𝑿𝜷 + 𝜺                                                                                 … (1) 

Where 𝒀 represents (n × 1)dependent variable vector and 𝑿 is (n × p) explanatory where (P  > 

n)variables matrix containing a large number of variables, while 𝜺 is (n × 1) random error vector 

and 𝜷is (p × 1) parameters vector [10].  

Regression models usually used in diverse statistical issues where there is a large number of 

variables and there is a small size sample under study many authors present various methods to 

estimate the parameter of the model in (1). High dimensions of the data may bring complex issues 

like noise accumulation and spurious correlation. Our study consists of 7 sections, section one is the 

introduction and section tow is Ridge Regression, while section three is Sure Independence  

Screening SIS Method, , section four is the concept of Social Deprivation Index SDI, section five is 

the criteria of comparison section six is the data and results and section seven is the conclusions and 

recommendations.  

 

2- Ridge Regression  

Estimating the general regression in (1) require an efficient estimation method due the condition of 

high dimensional data and Ridge regression is one the methods that suggested to analyze high 

dimensional data, it is a penalized regression which is simply a linear style to deal with high 

dimensional data [10].the Ridge estimation methods is simply can be written as a penalized 

regression minimizing errors subject to the additional condition that is called penalty function [9].  

𝜷 𝑹𝒊𝒅𝒈𝒆 = 𝐚𝐫𝐠𝐦𝐢𝐧𝜷
𝟏

𝒏
 𝜺′𝜺 + 𝝀𝑰 𝜷 𝟐                                          .. (2) 
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Where I is  𝒑 × 𝒑 identity matrix and  𝜷 𝟐 =  𝜷𝒋
𝟐𝒑

𝒋=𝟏  and by resolving the optimization in (2) and 

minimize the sum of square errors. Ridge regression has some very good qualities and it’s good 

choice for high dimensions analysis. In terms of matrices, the optimization in (2) will be as follows 

[13]. 

𝜷 𝑹𝒊𝒅𝒈𝒆 =  𝑿′𝑿 + 𝝀𝑰 −𝟏𝑿′𝒀                                                       … (3) 

The estimation in (3) has been branded “Ridge Regression”. Selecting the  parameter 𝜆 which is 

called ridge parameterfascinates many scholars to present formulas depend on using L-norms or 

involve 𝝀  in quadratic forms the target is to minimize the errors In 2014 Dorugade [3] 

recommended a  ridge parameter to use in case of high dimensional sets of data as follows. 

𝝀 =
𝟐𝝈 𝟐

𝑲𝐦𝐚𝐱
 

𝟏

𝜶 𝒋
𝟐

𝒑
𝒋=𝟏                                             … (4)      

Where  𝝈 𝟐 = 𝒀′ 𝑰 − 𝑿 𝑿′𝑿 −𝟏𝑿′ 𝒀  𝒏 − 𝒑  , and 𝑲𝐦𝐚𝐱the maximum value from Eigenvalues for 

the matrix  𝑿′𝑿. And ,𝜶 = 𝑫′𝜷where Dis an orthogonal matrix, which implies 𝑫′𝑿′𝑿𝑫 =  𝚲  

where 𝚲 = 𝒅𝒊𝒂𝒈 𝒌𝟏,𝒌𝟐…𝒌𝒑 consist of the eigen values of 𝑋′𝑋. 

3- Sure Independence Screening SIS 

Variable selection plays a vital part in high dimensional regression analysis, which means choosing 

the variables that have a excessive impact on the dependent variable. The penalized estimation 

methods are recognized on the choice of the penalty function, some of them choose easy and simple 

formula of the penalty function [11]. 

The method of Sure Independence Screening SIS is dissimilarto the penalized regression methods, 

since it uses the penalized methods to growa iterated method of selecting variables that depend on a 

pervious process to select the variables with marginal loss function, in general form the marginal 

loss function [5]. 

The first thing to do in SIS procedure is to have initial parameters estimation of the regression 

model in (1), some researchers advise using the following [14]. 

𝜽 =  𝑿′𝑿 +𝑿′𝒀… (5) 
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where + here signifies the Moore-Penrose inverse or Pseudoinverse [2], as an initial estimation. 

Now 𝛽 1 represents the estimator in the first stage used to obtain the marginal utility vector, where 

0 < 𝜆 < 1as in (4), then we will use the parameters in (5) to obtain [6]. 

𝑳𝟏 =  𝒀 − 𝒀  
𝟐

𝒑       … (6) 

now we ranking L1 from (6) from the small to large and we select the dj smallest values of it where 

d as follows and j represent the number of iteration[8]. 

𝒅𝟏 = 𝒑 𝐥𝐨𝐠𝒑                              … (7) 

The d1 variables selected from the marginal loss vector will be set to new model. 

 

𝒀 = 𝑿𝒅𝟏𝜷 + 𝜺         ... (8) 

Where d1 is the number of selected variables in the first step and we use anotherpenalized 

regression method to estimate the parameters of the model (8). In this point, we select the penalized 

least squares PLS to estimate the parameters of the new model by minimizing the following 

optimization [10]. 

𝜷 𝟏
𝑷 =   𝑿𝒅𝟏

′𝑿𝒅𝟏
 + 𝜼𝑰𝒅 

−𝟏

𝑿𝒅𝟏
′𝒀   … (9) 

Fan and Li [10] suggested the penalty function 𝜼 as follows [7]. 

𝜼 =
𝒂𝝀− 𝜽 

 𝒂−𝟏 𝝀
                          … (10) 

Where 𝜃 =  𝑋′𝑋 +𝑋′𝑌  , and 𝑎 = 3.7was suggested by Fan and Runze, 𝜷 𝟏
𝑷 is the penalized 

regression estimation so this parameters of (9) will be used to obtain the marginal loss as in (6).and 

so on we continuous until we have no variable to exclude. If we suppose thatt is the total number of 

variables in the last stage and the new regression model is 𝒀 = 𝑿𝒕𝜷 + 𝜺then the Sure Independent 

Screening estimator will be as follows [8]. 

𝜷 𝑺𝑰𝑺 =  𝑿𝒕′𝑿𝒕 
−𝟏𝑿𝒕′𝒀          … (11) 
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4- Social Deprivation Index SDI 

Its very important to explain the concepts of the Social Deprivation Index SDI which consist of 

seven domains represent a ratios as in the following table   

 

Table (1) Social Deprivation Index Domains 

Domain Variable 

Income Percent population having fair income ( more than 200$ PM) 

Education Percent population 25 years or more with less than 12 years of education 

Employment Percent non-employed 

Housing 1 Percent population living in renter occupied and crowded housing units 

Housing 2 Percent population living in crowded housing units 

Household 

Characteristics 

Percent single-parent households with dependents < 18 years 

Transportation Percent population with no car 

 

Here we have seven domains if we denote them by 𝒙𝟏,𝒙𝟐,… ,𝒙𝟕then the Social Deprivation 

Index SDI will be as follows [1].  

𝑺𝑫𝑰 =  𝒙𝒊
𝟕
𝒊=𝟏 … (12)                                          

If SDI is more than 2 then the household suffers from depravation. 

 

5- Criteria of comparison 

Comparison among estimators is a key process in any statistical or scientific research that could 

help the researchers to determine the best statistical method of analyzing or model selection [4].  

There are a variety of statistical comparison measures that are founded on a certain assumption or 

theoretical foundation. We have chosen Mean Square Errors MSE as follows. 

𝑴𝑺𝑬 =   𝒀𝒊 − 𝒀 𝒊 
𝟐

𝒏                                               … (13) 

 

6- Data and Results  

We have collected huge number of sets of surveys data from the Central Statistical 

Organization IRAQ to represent 300 group of families from variety parts of the country, and 
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we calculate the SDI vector (300 × 1), we have 300 variables from many topics like health, 

education and living standards etc. 

Here we subdivide our 300 group of families (n=300) to start with 20 until the sample size 

will be equal to the number of variables, we obtain  for Ridge regression RR estimators as in 

(3) and Sure Independence Screening SIS as in (11) and finally we calculate MSE for both 

methods as in (13) in the following table (2) By using MATLAB as follows. 

 

Table (2) MSE  for the Estimation 

Methods (RR, SIS) 

n RR SIS n RR SIS n RR SIS 

20 99.2923 78.3624 140 70.7582 52.95065 260 41.9815 37.09717 

40 96.7018 75.06633 160 66.0844 50.14106 280 36.3915 36.91072 

60 88.1691 69.65052 180 62.8386 47.72262 300 30.3279 35.95859 

80 83.9365 64.71824 200 52.8296 41.67422 

100 80.6698 60.49849 220 50.7313 39.82404 

120 72.4651 54.01582 240 47.4806 38.44945 

 

 

 Figure (1) MSE (RR, SIS) 
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7- Discussion 

From Table (1) and Figure (1) we can see that when the sample size is very small compared to the 

number of variables the SIS estimator perform significantly better than RR estimator and the 

situation still the same until the sample size go very close to the number of variables then the RR 

estimator becomes better than SIS estimator. Therefore, we recommend to use SIS estimator when 

the sample size is very small compared to the number of variables. 
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