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Abstract 

Support vector regression (SVR) as a data mining tool has been applied in 

several real problems. However, it is usually needed to tune manually the 

hyperparameter. Meta-heuristic algorithms have been used as 

hyperparameters tuning procedure. In this paper, chaotic pigeon-inspired 

optimization algorithm is proposed to enhance the exploration and 

exploitation capability of the pigeon-inspired optimization algorithm.The 

results, which were applied to four of the datasets, show that the proposed 

algorithm has the possibility to obtain results better than the cross-

validation method through prediction values and time spent, as well as the 

efficiency of the proposed algorithm in improving prediction and 

computational time spent in processing, compared to algorithms inspired 

by nature. 

Keywords: pigeon-inspired optimization algorithm, evolutionary 

algorithm, SVR. 
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1. Introduction 

Support vector machine (SVM) is one of the most important techniques that have received great 

interest from researchers because of its practical advantages that have improved its performance in 

many applications of classification and regression. (Chuang and Lee 2011). Originally, “SVM 

technique was used to solve problems related to classification. With the introduction of this 

technique's insensitive loss function by Vapnik, the concept of SVM technology has been extended 

to include solutions related to nonlinear regression, called support vector regression (SVR)(Chuang 

and Lee 2011; Ye et al. 2017; Zhao and Sun 2010). 

SVR has three advantages: (1) guaranteed convergence to optimal solutions because quadratic 

programming is used with linear constraints for learning the data. (2) Computationally efficient for 

nonlinear relationship modeling by using kernel mapping. And,  (3) a superior generalization 

performance (lower error rates on test set) (Xu et al. 2018). 

The accuracy of the results for SVR is highly dependent on a number of hyperparameters which 

greatly influence the finding of optimal solutions. In search space exhaustive search is usually used 

to investigate all hyperparameter combinations in order to increase the predictive power of SVR 

(Kaneko and Funatsu 2015). Despite the characteristics of SVR technique, there are still a number 

of problems related to choosing the optimal model, including the feature selection process. In other 

words, SVR technology cannot perform the feature selection process (Al-Thanoon et al. 2018). 

The nature-inspired algorithms, have attracted a large number of people interested in 

classification and prediction, and have achieved good and competitive results when finding 

solutions related to optimization, including the problem of obtaining the best values for 

hyperparameters.(Chou and Pham 2017; Laref et al. 2019; Li et al. 2018)In the literature, there are 

many studies on the tuning of hyperparameters of SVR through nature-inspired algorithms, such as 

(Cheng et al. 2007; Cheng et al. 2009; Hong et al. 2011; Huang 2012; Kazem et al. 2013; Li et al. 

2018; Nait Amar and Zeraibi 2018; Üstün et al. 2005; Wu et al. 2009; Zhang et al. 2017). In recent 

years, researchers have developed a several number of algorithms inspired by nature to improve and 

enhance processes related to exploration and exploitation. Among these important algorithms is a 

pigeon-inspired optimization algorithm that is highly efficient”. 
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The main objective of this paper is to optimize the hyperparameters of SVR teqnique by 

improving the pigeon-inspired optimization algorithm. The efficiency of the proposed algorithm in 

this study was measured with a number of other previous algorithms. 

2. Support vector regression (SVR) 

SVM technique has been used to solve many different classification problems. However, with 

the introduction of the insensitive loss function for by Vapnik (1999), “the work of the SVM 

technique was extended to solve problems related to nonlinear regression, which is called the 

support vector regression technique. In SVR, the target variable is a quantitative variable, such as 

chemical activity (Fu et al. 2011), spectral analysis (Malik et al. 2014; Xu et al. 2018), and stock 

price forecasting.  

Given a training dataset of n observations 1{( , )}n

i i iy x , where i,1 i,2 i,( , ,..., ) R p

i px x x x  

represents a vector of the thi  feature, Riy   for 1,...,i n  is The target variable, which is one of 

the quantitative variables, and an insensitive loss function, the SVR technique can be obtained by 

solving the following optimization problems 
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where 0C  represents the penalized parameter, i  and 
i
 are slack variables, ( )i x representsthe 

nonlinear mapping, w  is the weight vector and b is the bias.  

Then, Eq. (1) solved through Lagrangian multipliers as 
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where ( ),i jK x x stands for kernel mapping, and i , i are Lagrangian multipliers. The regression 

hyperplane for the underlying regression problem is then given by 
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x

x x x=  (3) 

where SV represents the support vectors.  

3. Pigeon-inspired optimization 

The pigeon-inspired algorithm (POA) mainly consists of two operators: the map and compass 

operator and the landmark operator(Cheng et al. 2019; Duan and Qiu 2019; Jiang et al. 2019; Qiu 

and Duan 2020; Xiang et al. 2019; Yang et al. 2019; Zhong et al. 2019). Pigeons sense the 

geomagnetic field in the map trigger and compass to form the maps for homing. Suppose the 

required search space consists of N dimensions, then the first bath can be represented by an N-

dimensional vector 
,1 ,2 ,N( , ,..., )i i i iX X X X . The velocity in the pigeon algorithm, by changing 

the position of this bath, can be represented by a second vector consisting of N-dimensional

,1 ,2 ,N( , ,..., )i i i iV V V V . The best previously visited position of the  i-th pigeon is denoted as 

,1 ,2 ,N( , ,..., )i i i iP P P P .The global best position of the swarm is  1 2,  , ,  Ng g g g  . The flying in 

pigeon algorithmcan be represents as: 

          1        Rt

i g ii t V t e X X tV        (4) 

        1       1 ,i i iX t X t V t     (5) 

where R is a map and compass factor, while   is a uniform random number in the range  0,  1 , 

gX denotes the global best solution,    iX t is the current position of a pigeon at instance t , and 

   iV t is the current velocity at iteration t . 

In landmark operator, pigeons are categorized by their fitness. In each new generation, a 

number of pigeon positions are updated by Eq. (4), where half the number of pigeons is counted on 

to calculate the desired position of the centered pigeon, while all the other pigeons change and 

adjust their destination  

( )
( 1) ,

2

p

p

N t
N t    (6) 

where pN denoted number of pigeons in iteration t . 
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The positions for the desired destination are calculated by Eq. (5), while every other pigeon 

changes and modifies its position towards this position through Eq. (6) (Duan and Qiao 2014). 

 
( 1) Fitness( ( 1))

( 1)
Fitness( ( 1))

i i

c

p i

X t X t
X t

N X t

  
 






 (7) 

           1       1 ,i i c iX t X t rand X t X t      (8) 

where  cX  is the position of the centered pigeon (desired destination)”.  

 

4. Proposed method 

In SVR there are many important parameters that are adjustable for optimizing solutions. These 

parameters are called hyperparameters, such as,ε-insensitive loss function,  ,penalized parameter

C , and the kernel parameter. “The performance of SVR is described as being very sensitive to the 

selection of hyperparameters and there are no special mathematical procedures to derive the desired 

values well(Tsirikoglou et al. 2017).  

In the literature, there are many serious attempts to improve the performance of SVR by 

selecting the best possible values for hyperparameters (Cherkassky and Ma 2004; Chou and Pham 

2017; Ito and Nakano 2003; Laref et al. 2019; Li et al. 2018; Tsirikoglou et al. 2017). Nature-

inspired algorithms are among the most important algorithms used for selecting hyperparameters of 

SVR(Cao and Wu 2016; Cheng et al. 2007; Cheng et al. 2009; Hong et al. 2011; Huang 2012; 

Kazem et al. 2013; Li et al. 2018; Nait Amar and Zeraibi 2018; Üstün et al. 2005; Wu et al. 2009; 

Zhang et al. 2017). Our contribution to this study is by optimizing the hyperparameters of the SVR 

technology using the pigeon-inspired algorithm. In this study we suggested the type of kernel 

function is Gaussian kernel with parameter 0  . 

Chaos theory describes non-uniform mathematical behavior in many nonlinear systems and for 

this reason, chaotic maps are used. Particles can travel as chaotic maps in a limited range of 

systems(Sayed et al. 2018). Anarchy maps are implemented to improve the quality of searching for 

optimal solutions. Considering that the feature selection problem is one of the important problems 

to improve classification efficiency with search range [0, 1], chaotic maps can be used to improve 

this problem. (Sayed et al. 2018). 
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In this paper, chaotic maps are proposed to improve the performance of the pigeon-inspired 

algorithm in terms of avoiding being trapped for determining the hyperparameters of SVR by 

embedding in  . Ten chaotic maps are used in this paper. The description of these maps is 

explained in Table 1.  

 

Table 1: The description of the most used maps 

Name Definition Range 

Ch1=Chebyshev 
1

1 cos( cos ( ))k kx k x

   (-1,1) 

Ch2=Circle 1

0.5
mod( 0.2 sin(2 ),1)

2
k k kx x x


     (0,1) 

Ch3=Guass/mouse 1

1                 x 0

1
,

mod( ,1)

k

k

k

x
otherwise

x




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 



 (0,1) 

Ch4=Iterative 1

(0.7)
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x
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 
  

 
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Ch5=Logistic 1 4 (1 )k k kx x x    (0,1) 

Ch6=Piecewise 1
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Ch7=Sine 1 sin( )k kx x   (0,1) 

Ch8=Singer 
2 3 4

1 1.07(7.86 23.31( ) 28.75( ) 13.302875( )k k k k kx x x x x    

 
(0,1) 

Ch9=Sinusoidal 1 2.3 sin( )k k kx x x   (0,1) 

Ch10=Tent 1
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The steps of our proposed method are: 

Step 1:The number of pigeons is 30np   and the max No. of iterations is maxt =100 .  

Step 2: The first three positions represent the hypermeters are randomly generated as ~ (0,6.5)C U

, ~ (0,3)U , and ~ (0,1)U .  

Step 3:The fitness function is defined as  

 2

, ,

1

1
ˆfitness min ( ) ,

testn

i test i test

itest

y y
n 

 
  

 
  (9) 

where the fitness is calculated for the testing dataset.  

Step 4: Steps 2 and 3 are repeated until a maxt  is reached”. 

5. Results 

To test the predictive performance of the proposed method, a number of experiments are used to 

compare with standard POA and cross-validation with tenfold (CV) approach. Various chemical 

data sets were used in this research: “Antidiabetic activity of dipeptidyl peptidase-IV inhibitors 

(Dataset 1) (Al-Fakih et al. 2019) and influenza neuraminidase a/PR/8/34 (H1N1) inhibitors 

(Dataset 2).Datasets include a large number of descriptors as features. Table 2 provides an 

illustrative summary of the data set used. Each data set used in this study was divided into two sets: 

the training data set consisting of 70% of the samples, and the test data set consisting of 30%. This 

division is repeated in each step. Two important evaluation criteria were used: the mean squared 

error (MSE) of the training dataset (
2

, ,

1

ˆ( ) /
trainn

train i train i train train

i

MSE y y n


  ) and MSE of the testing 

dataset (
2

, ,

1

ˆ( ) /
testn

test i test i test test

i

MSE y y n


  )”. 

Table 2: The datasets used. 

 

 

 

 

Dataset type #Sample #features 

D1 134 1048 

D2 479 2881 
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Table 3: The prediction performance of the used algorithms 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: The averaged computational time. 

Algorithms 

 

Dataset 1 Dataset 2 

MSEtrain MSEtest MSEtrain MSEtest 

Ch1 7.483 7.84 8.791 9.148 

Ch2 8.391 8.748 9.699 10.056 

Ch3 9.208 9.565 10.516 10.873 

Ch4 7.367 7.724 8.675 9.032 

Ch5 6.084 6.441 7.392 7.749 

Ch6 7.952 8.309 9.26 9.617 

Ch7 8.887 9.244 10.195 10.552 

Ch8 8.637 8.994 9.945 10.302 

Ch9 9.147 9.504 10.455 10.812 

Ch10 9.627 9.984 10.935 11.292 

POA 10.771 11.128 12.079 12.436 

CV 12.541 12.898 13.849 14.206 

Algorithms 

 

Dataset 1 Dataset 2 

Ch1 143.36 147.44 

Ch2 145.67 149.75 

Ch3 144.44 148.52 

Ch4 157.13 161.21 

Ch5 139.47 143.55 

Ch6 153.2 157.28 

Ch7 154.44 158.52 

Ch8 153.96 158.04 

Ch9 156.67 150.75 

Ch10 148.53 152.61 

POA 166.21 170.29 
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6. Conclusion 

To improve the exploration and exploitation of POA used to get the optimum hyperparameters 

of the SVR chaotic POA algorithm, several chaotic maps are used in this paper to improve the 

working efficiency of POA. Experimental numerical results on two sets of chemical data 

showed that the proposed chaotic performance of POA compared with POA and standard CV 

leads to better prediction performance and less computational time. In addition, the performance 

of the Ch5 chaotic map was superior to the rest of the maps used. 
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