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Abstract 

The selection of variables in regression models plays an essential role in 

dealing with high-dimensional data. There were several methods for 

selecting the variables in order to obtain the best model. Regression 

modeling is of great interest in scientific fields, in addition to a problem in 

the selection of variables. In this paper, the FA is proposed to select a 

variable to model the gamma model. 

Keywords: variable selection, high dimensional data, gamma regression 

model, firefly algorithm 

 

 

1. Introduction 

Choosing a feature or identifying variables plays a vital role in machine learning and data 

extraction, and the significant growth in the volume of data collected and the vast amount of data is 

often associated with irrelevant information affecting the performance and accuracy of systems. 

Algorithms are one of the most important modern methods for selecting variables for regression 

models, including the gamma regression model. 

Gamma's regression is used when the dependent variable is distributed non- normally or is 

continuous with positive value or positively skewed, and therefore gamma decline supposesthat 

avariable has a latent distribution that often shows( positively skewed) data in social, 

epidemiological and economics, where the data of this type of study are non-negative values. 

Gamma distribution is a distribution that fits very well this type of data Gamma Regression Model 

(GRM) used to modeling the relationship between a positively response variable potentially 

regresses .When the yi response variable~(gamma distribution) with the non-negative shape 

parameter 𝜏, the non-negative measurement parameter 𝜃 this means that yi ~ Gamma (𝜏, 𝜃) . 

Variable selection is an active search field in the regression analysis context. Gamma regression is 

full scale applied model for studying many real data problems, like automobile insurance claims, 

healthcare economics, and medical science [11], [12], [14]. Specifically, gamma regression model 

is used when the response variable under the study is not distributed as normal distribution or the 

response variable is positively skewed. Consequently, the gamma regression assumes that the 

response variable has a gamma distribution [2], [20]. 
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In the recent period, nature-inspired algorithms such as theGA, ant algorithm, crow algorithm and 

others have been characterized by their effectiveness in selecting variables and have proven high 

efficiency as methods of selection [17]. The main purpose of selection is that we reduce the 

variables chosen so that we maintain the accuracy of the prediction so that they are studied as 

problems for improvement. [18]. 

In this paper, firefly Algorithm (FA) and variable selection methods will be reviewed using chaotic 

maps, gamma distribution review and all conditions to be met, and gamma distribution will also be 

linked to the linear regression model using the interconnection functions (reverse binding function) 

and parameters are estimated using one of the methods of estimation, (maximum likelihood) 

method . 

2. Gamma Regression Model 

Gamma distribution is a continuous distribution, known by Stacy in 1962, when variable values 

(Yi) are within the period  (0,∞) and gamma distribution can be used in the analysis of positive 

random variables and is adopted in most medical fields[19], [9]. When the random variable (y) 

takes the form of a two-parameter gamma dist [9]  

𝑓 𝑦; 𝜃, 𝜏 =
𝜃𝜏

𝛤(𝜏)
𝑦𝜏−1 𝑒𝑥𝑝 𝑒𝑥𝑝 −𝜃𝑦 𝐼(0,∞)𝑦         𝜏, 𝜃 > 0    (1) 

In other words, equation 1 can be written as: [9] 

   𝑓 𝑦; 𝜃, 𝜏 =
𝜃

𝛤(𝜏)
(𝜃𝑦)𝜏−1 𝑒𝑥𝑝 𝑒𝑥𝑝 −𝜃𝑦 𝐼(0,∞)𝑦 (2) 

Where the shape parameter is  (𝜏) and scale parameter is, 𝛤(.) gamma's function. With   𝐸 𝑌𝑖 =
𝜏

𝜃
 

and  𝑉 𝑌𝑖 =
𝜏

𝜃2 = 𝜇2  
1

𝜏
 = 𝜎2(𝐸(𝑌𝑖))2     ,  and CDF IS given by: 

𝐹 𝑦 =
1

𝛤(𝜏)
 

𝑦

0

𝑢𝜏−1𝑒−𝑢  𝑑𝑢   

Let  𝑌𝑖~𝐺(𝜇𝑖 , 𝜏)     and 𝑖 = 1,2, … , 𝑛 dependent random variables and that 𝜏 represent the shape 

parameter and here is a fixed value and therefore the equation of gamma slope it is the 

computational medium of the Y [1]. 

𝜂𝑖 = 𝑔 𝜇𝑖 = �́�𝑖𝛽   

𝛽 = (𝛽0,𝛽1,…,𝛽𝑝) ́ are unknown regression parameters 

𝑥𝑖 = (𝑥𝑖1, … , 𝑥𝑖𝑝 )áre p of independent variables, 𝜂𝑖  is liner combination. 

𝑔 .   Link functions 
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Gamma Regression Model has three links function: [1]  

𝑙𝑜𝑔 𝑙𝑖𝑛𝑘 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ∶ 𝑔 𝜇 =𝑙𝑜𝑔 𝑙𝑜𝑔 𝜇 and  

𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑙𝑖𝑛𝑘 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ∶ 𝑔 𝜇 = 𝜇   and 𝑖𝑛𝑣𝑒𝑟𝑠𝑒 𝑙𝑖𝑛𝑘 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ∶ 𝑔 𝜇 =
1

𝜇
 

In the case of the figure parameter 𝜏 is not fixed, i.e. contains a linear composition, this will be 

addressed in this message, i.e. it can be modeled and the gamma slope model allows for the joint 

modeling of the average and shape parameters of the gamma distribution variable i.e. 

𝑌𝑖~𝐺(𝜇𝑖 , 𝜏𝑖) , where    𝑖 = 1,2, … , 𝑛   , [9] 

𝜂1𝑖 = 𝑔 𝜇𝑖 = �́�𝑖𝛽    , 

𝜂2𝑖 = ℎ 𝛼𝑖 = �́�𝑖𝛾 

𝛽 = (𝛽0,𝛽1,…,𝛽𝑝) ́ , 𝛾 = (𝛾0,𝛾1,…,𝛾𝑘 )́are the regression parameters related to the mean and the figure 

respectively, where g(μ) the binding function of the average (natural binding function). ℎ(𝛼) The 

binding function of the shape (usually the logarithmic binding function), 𝜂1𝑖  , 𝜂2𝑖  : linear 

predictions.𝑥𝑖 = (𝑥𝑖1, … , 𝑥𝑖𝑝 ) ́:p is vector of independent variables: 

𝑧𝑖 = (𝑧𝑖1, … , 𝑧𝑖𝑘).́: k is vector of independent variables . 

3. Maximum Likelihood Method 

This method is one of the important methods because of its extensive applications for estimating the 

parameters of statistical models and this method is characterized by several evidentiary 

characteristics, including consistency, stability and lack of impartiality in most cases if the function 

of the possibility of distributing gamma can be written in the following form: [9] 

𝐿 =  

𝑛

𝑖=1

𝑓(𝑦; 𝜃, 𝜏) 

𝐿 =  

𝑛

𝑖=1

1

𝛤(𝜏𝑖)
 
𝜏𝑖

𝜇𝑖
 
𝜏𝑖

𝑦𝑖
𝜏𝑖−1 𝑒𝑥𝑝  −

𝜏𝑖

𝜇𝑖
𝑦𝑖  

𝑙𝑜𝑔 𝑙𝑜𝑔(𝐿) =  

𝑛

𝑖=1

 − 𝑙𝑜𝑔 𝑙𝑜𝑔(+𝜏𝑖 𝑙𝑜𝑔 𝑙𝑜𝑔  
𝜏𝑖𝑦𝑖

𝜇𝑖
 −𝑙𝑜𝑔 𝑙𝑜𝑔 𝑦𝑖 −  

𝜏𝑖

𝜇𝑖
 𝑦𝑖  
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Where 𝜇𝑖 = �́�𝛽  and 𝜏𝑖 = 𝑒𝑥𝑝(�́�𝛾)  

𝜕𝐿

𝜕𝛽𝑗
=  

𝑛

𝑖=1

−
𝜏𝑖

𝜇𝑖
 1 −

𝑦𝑖

𝜇𝑖
 𝑥𝑖𝑗     ; 𝑗 = 1, … , 𝑝                                                 

𝜕𝐿

𝜕𝛾𝑘
=  

𝑛

𝑖=1

− 𝜏𝑖  
𝑑

𝑑𝜏𝑖
𝑙𝑜𝑔 𝑙𝑜𝑔𝛤 𝜏𝑖 

−𝑙𝑜𝑔 𝑙𝑜𝑔  
𝜏𝑖𝑦𝑖

𝜇𝑖
 − 1 +

𝑦𝑖

𝜇𝑖
 𝑧𝑖𝑘    ; 𝑘 = 1, … , 𝑟   ,   𝑗 ≥ 𝑘    ,    𝑝

≥ 𝑟 

 

 And through the Hessian Matrix, which is the second-class partial derivation matrix of a 

multi-variable numerical function that includes all possible second-degree partial derivatives of the 

function [9] . 

𝜕2
𝐿

𝜕𝛽𝑘𝛽𝑗
=  

𝑛

𝑖=1

𝜏𝑖

𝜇𝑖
2
 1 −

2𝑦𝑖

𝜇𝑖
 𝑥𝑖𝑗 𝑥𝑖𝑘      ; 𝑗, 𝑘 = 1, …𝑝                                      

𝜕2
𝐿

𝜕𝛾𝑘𝛽𝑗
=  

𝑛

𝑖=1

−
𝜏𝑖

𝜇𝑖
 1 −

𝑦𝑖

𝜇𝑖
 𝑥𝑖𝑗 𝑧𝑖𝑘      ; 𝑘 = 1, …𝑟, 𝑗 = 1, … , 𝑝                  

𝜕2
𝐿

𝜕𝛾𝑘𝛾𝑗
=  

𝑛

𝑖=1

− 𝜏𝑖  
𝑑

𝑑𝜏𝑖
𝑙𝑜𝑔 𝑙𝑜𝑔 𝛤 𝜏𝑖 −𝑙𝑜𝑔 𝑙𝑜𝑔  

𝜏𝑖𝑦𝑖

𝜇𝑖
 − 1 +

𝑦𝑖

𝜇𝑖
 𝑧𝑖𝑗 𝑧𝑖𝑘  

− 

𝑛

𝑖=1

𝜏𝑖  𝜏𝑖

𝑑2

𝑑𝜏𝑖
2
𝑙𝑜𝑔 𝑙𝑜𝑔 𝛤 𝜏𝑖 − 1 𝑧𝑖𝑗 𝑧𝑖𝑘         ; 𝑗, 𝑘 = 1, … , 𝑟 

Used (Fisher information matrix) to calculate the contrast matrix associated with the greatest 

possible estimates of my agencies [9]:  

𝐼 𝛽 =  −𝐸  
𝜕𝐿

2

𝜕𝛽𝑘𝛽𝑗
 − 𝐸  

𝜕𝐿
2

𝜕𝛾𝑘𝛽𝑗
 − 𝐸  

𝜕𝐿
2

𝜕𝛾𝑘𝛽𝑗
 − 𝐸  

𝜕𝐿
2

𝜕𝛾𝑘𝛾𝑗
   

−𝐸  
𝜕𝐿

2

𝜕𝛽𝑘𝛽𝑗
 =  

𝑛

𝑖=1

𝜏𝑖

𝜇𝑖
2
𝑥𝑖𝑗 𝑥𝑖𝑘  

−𝐸  
𝜕𝐿

2

𝜕𝛾𝑘𝛽𝑗
 = 0    , 𝑘 = 1, … , 𝑟  ;  𝑗 = 1, … , 𝑝                                                   
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−𝐸  
𝜕𝐿

2

𝜕𝛾𝑘𝛾𝑗
 =  

𝑛

𝑖=1

𝜏𝑖
2  

𝑑2

𝑑𝜏𝑖

2 𝑙𝑜𝑔 𝑙𝑜𝑔 𝛤 𝜏𝑖 −
1

𝜏𝑖
 𝑧𝑖𝑗 𝑧𝑖𝑘     ;   𝑗, 𝑘 = 1, … , 𝑟                          

𝐼 𝛽 =   

𝑛

𝑖=1

𝜏𝑖

𝜇𝑖
2
𝑥𝑖𝑗 𝑥𝑖𝑘00  

𝑛

𝑖=1

𝜏𝑖
2  

𝑑2

𝑑𝜏𝑖

2 𝑙𝑜𝑔 𝑙𝑜𝑔 𝛤 𝜏𝑖 −
1

𝜏𝑖
 𝑧𝑖𝑗 𝑧𝑖𝑘   

 

We note that (Fisher information matrix) is a diagonal matrix where one block matches the 

parameters of the medium regression and the other with the shape regression parameter and this 

leads to the maximum likelihood estimator of β,γ independent of each other and through the above 

we note that the parameters of the gamma regression model (GRM) cannot be estimated in the usual 

methods and we will use fisher score, a repetitive algorithm to obtain the maximum estimate of the 

probability of downhill model parametersgamma is similar to Newton-Raphson method or the 

algorithm of the iterative weighted least square using the expected value of the second matrix 

derivatives and through the algorithm we get an estimate of   the parameters    𝛽   𝑎𝑛𝑑 𝛾  [1] . 

𝛽 (𝑘+1) = (𝑋 ́𝑊1
 𝑘 𝑋)−1𝑋 ́𝑊1

 𝑘 𝑌   

A diagonal matrix with elements of diameter containing is𝑊1
𝑘  

𝑊1
𝑘 =

(𝜇𝑖
2)(𝑘)

𝜏𝑖
(𝑘)

 

𝛾  𝑘+1 =  �́�𝑊2
 𝑘 𝑍 

−1
𝑋 ́𝑊2

 𝑘 𝑌 

𝑊2
𝑘  diagonal matrix with elements of diameter containing 𝑊2

𝑘 =
1

𝜏𝑖
(𝑘) 

𝑑𝑖 = 𝜏𝑖
−2  

𝑑2

𝑑𝜏𝑖
2
𝑙𝑜𝑔 𝑙𝑜𝑔𝛤(𝜏𝑖)

−
1

𝜏𝑖
 

−1

 . 

The Z matrix can contain the same variables as the X matrix [10] 

4. Firefly algorithm  

In recent years has been proposed many nature-inspired algorithms to solve improvement problems.  

   Firefly FA is one of the most recent proposed nature-inspired effective algorithms introduced for 

the first time by [21]. Applying the FA algorithm is easy to solve improvement problems compared 

to other nature-inspired algorithms and is inspired by the collective conduct of the lighters across 

bright lights.  
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     FA has enabled agroup of ( low-light) fireflies to move on the way to the brightest neighbors, 

fireflies with highersearch capabilities to solve improvement problems [7], [15], [13], [6], [3], [4], 

[8] .  

  There are three rules in the FA[22]  ,the first rule is: that one of the fireflies is attracted to the other 

fireflies regardless of their gender, while the next rule is : that the attractiveness of the firefly is 

proportional to its brightness, that is, for any 2 flashing shepherds, the lower-brighter firefly moves 

towards the brighter fireflies, or in the absence of a single firefly brighter than a particular shepherd, 

the firefly will move randomly. The last rule states : that the brightness of the firefly depends on the 

analytical form of the trapping function, with regard to the problem of maximization, the brightness 

of each firefly is related to the value of the fitness function. 

Let's say that d after the object function that will be improved, represents𝑛𝑓  (the number of fireflies)  

and (δ ) denotes to the ( light absorption factor)  and represents (𝐼𝑖  )  the intensity of light 

andrepresents r the space between the 2 sites 𝑖(𝑠𝑖)& 𝑗(𝑠𝑗 ) This Cartesian distance can be described 

by: 

𝑟(𝑠𝑖 , 𝑠𝑗 )  =  𝑑
𝑐=1 (𝑠𝑖 ,𝑐 – 𝑠𝑗 ,𝑐)2            (3) 

Since 𝐼𝑖decrease as soon as  the space from the source rises, differences in 𝐼𝑖   𝑚𝑢𝑠𝑡be a 

monotonously decreasing function ,that means , most applications, 𝐼𝑖be able to rounded up as 

follows : 

𝐼  𝑟 =𝐼𝑂𝑒−𝛿  𝑟2
 (4) 

Since   𝐼𝑂 is the original intensity of light, since the gravity of the firefly is proportional to𝐼𝑂, the 

gravity of the firefly is description as follows: 

 𝜑  𝑟 = 𝜑𝑜
𝑒−𝛿  𝑟2

 

Where the 𝜑𝑜represents gravity when  𝑟 = 0. 

The movement of any firefly to the best location, will be attracted to other people who are more 

attractive through:  

𝑠𝑖
(𝑡+1)

= 𝑠𝑖
 𝑡 + 𝜑𝑜𝑒

−𝛿𝑟𝑖 ,𝑗
2

 𝑠𝑗
 𝑡 − 𝑠𝑖

 𝑡  +  𝛼(𝑘1 − 0.5)                           (5) 

Where the α and𝑘1 respectively, it is the random distribution parameter and the random number 

resulting from regular distribution [1, 0]. 
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 FA was originally proposed to solve continuous improvement problems, however, in variable 

selection, the improvement problem is intermittent. zhan, Gao suggested a BFA [23],  algorithm to 

deal with the variable selection problem when the location is binary because the problem selecting 

the variable is in determining a particular variable or not, the result is therefore expressed like a 

binary vector, where value 1 refers to avariable that is Selected and represents 0 otherwise, in  

(BFA). 

𝜑𝑜𝑒
−𝛿𝑟𝑖 ,𝑗

2

 𝑠𝑗
 𝑡 − 𝑠𝑖

 𝑡  + 𝛼(𝑘1 − 0.5)    (6) 

It will move to the probability vector by the sigmoid function accordingly:                                                  

 Sigmoid =
1

1+𝑒𝑥𝑝  [ 𝜑𝑜𝑒
−𝛿𝑟𝑖 ,𝑗

2
 𝑠𝑗

 𝑡 
−𝑠𝑖

 𝑡 
 +𝛼 𝑘1−0.5 ]

                                   (7) 

 

According to the fireflies position in the previous equation they will be replaced as follows: 

𝑠𝑖
(𝑡+1)

  ={1  𝑖𝑓 𝑠𝑖𝑔𝑚 ≥  𝑘20 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

 𝑘2 :which is a r.n. resulting from uniform dist. [1,0]  

5. The suggested chaotic FA 

 Chaos theory explains irregular conductin non-linear systems for this reason, chaotic maps are 

used .Chaotic maps are conceived and can be transmitted as particles in the limited range of non-

linear& Dynamic&non-linear systems ,with no specific way for regular travel of these units [16]. 

 Chaos strategy is applied to avoid falling into the trap of local optimization and improve the quality 

of global optimization search. Therefore, chaos has been used in many optimization applications. 

Given that the feature the selection problem is an improvement problem with the search range [0, 

1]; chaos can be used to improve this problem [16]. 

In this work, chaotic maps are studied to develop the working of the BFA in terms of avoiding 

falling into the trap of local optimization and make better the convergence speed of VS in the GRM 

.Two messy maps are used in this work. These maps are described in Table (1) 

The table below represents two chaotic maps of the firefly algorithm to select variables for training 

data: 
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  Table(1)  The description of the two used maps 

 Method            Definition Rang 

Chebyshev 

 
𝑥𝑘+1  = cos  (𝑘 cos−1(𝑥𝑘)) (-1, 1) 

 

Sinusoidal 

 
𝑥𝑘+1 = 2.3𝑥𝑘 sin(𝜋𝑥𝑘) 

 

 

(0, 1) 

 

Our suggested Algorithm setting is defined by: 

● The number of ( fireflies)  is𝑛𝑓  =5, 𝜑𝑜= 1, δ = 0.2,   α = 0.2 

. 

● The fitness function is express as: 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑚𝑖𝑛⌊
1

𝑛
 𝑛

𝑖=1 (𝑦𝑖 − 𝑦𝑖) 2⌋                       (8) 

● The locations of the fireflies are updated using Eq. (5).   

6. Experimental side 

The simulation aspect was used to find out the quality of the method where a number of variables 

were generated that distributed a natural multiple distribution, 20 independent variables were 

selected, 5 of them important and 15 unimportant where both of:  

yi~𝑔𝑎𝑚𝑚𝑎(50,1) 

fn=5      fireflies population size 

iter=5       iterations  

gamma=0.2:  light absorption coefficient  

beta0=1    :  attraction coefficient base value 

alpha=0.2  :  randomization parameter 

pMin=0,               Lower Bound of the position  

pMax=1                 Upper Bound of the position  

Table )1( represents the simulation results, where the first column represents the independent 

variables, which represents the number of sites looking for a solution, and the second column 

represents 1, the chosen variable and 0 symbolizes the variable that has not been chosen.  
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The variables are selected according to two criteria: the first criterion is the number of correct 

variables in the original model that were selected in the estimation model. In this study, the number 

of real variables in the original variable is 5; hence we note that the quality of the method is better 

compared to other methods whenever this criterion is approximately 5. The second criterion for the 

selection of variables is the number of unreal variables (zero) that have been excluded and not 

entered into the estimated model. 

Table (1)  Table (2) 

Variabl

es 

Beta. 

True 

Solution map 

1 

 Variabl

es 

Beta. 

True 

Solution map 

2 

X1 1 1 T  X1 1 1 T 

X2 1 1 T  X2 1 1 T 

X3 1 1 T  X3 1 1 T 

X4 1 1 T  X4 1 1 T 

X5 1 0 F  X5 1 1 T 

X6 0 1 F  X6 0 0 T 

X7 0 1 F  X7 0 1 F 

X8 0 1 F  X8 0 1 F 

X9 0 1 F  X9 0 1 F 

X10 0 1 F  X10 0 1 F 

X11 0 0 T  X11 0 0 F 

X12 0 1 F  X12 0 0 T 

X13 0 1 F  X13 0 1 F 

X14 0 1 F  X14 0 0 T 

X15 0 0 T  X15 0 1 F 

X16 0 0 T  X16 0 0 T 

X17 0 0 T  X17 0 1 F 

X18 0 1 F  X18 0 1 F 

X19 0 1 F  X19 0 1 F 

X20 0 1 F  X20 0 0 T 

MSE=0.6392139    MSE=0.6329162   

 

Table (3) 

Method MSE 

Chebyshev 0.6392139 

Sinusoidal 0.6329162 

 

Table (3( represents the third criterion for comparing the two methods, showing that the method of 

selecting variables according to the second method is better than the first method because the error 

rate is lower. 
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7. Conclusion  

In this paper, the problem of VS in GRM is considered,achaotic FA with two maps was suggested 

as (VS) method. 

 The results found through the simulation show that the second method of selecting variables is the 

best because the number of correct variables in the original model was chosen by the estimation 

model according to the first criterion for selecting variables.  
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