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Abstract 

A blockchain is a trustworthy and secure decentralised and distributed 

network that can be used in many places, like banking, finance, insurance, 

healthcare, and business. Recently, many communities in blockchain 

networks want to use machine learning models to get useful information 

from the large amounts of data that each participant owns but is spread out 

in different places. Distributed machine learning (DML) for blockchain 

networks has been studied as a way to run a learning model without 

putting all the data in one place. Even though there have been a number of 

ideas, privacy and security have not been dealt with well enough. As we 

will show later, the architecture has flaws and is not as efficient as it could 

be. In this paper, we propose a DML model for a permission block chain 

that protects privacy and solves privacy, security, and performance 

problems in a structured way. As core primitives, we come up with a 

stochastic gradient descent method with different levels of privacy and an 

error-based aggregation rule. Our model can handle any kind of 

differentially private learning algorithm that needs to define non-

deterministic functions. The proposed error-based aggregation rule is a 

good way to stop attacks by a malicious node that tries to make DML 

models less accurate. In a differentially private scenario, the results of our 

experiments show that our proposed model is more resistant to attacks 

from the outside than other aggregation rules. Lastly, we show that our 

proposed model is very useful because it is easy to understand and takes 

little time to process. 

Keywords: Data Modeling Language, Blockchain, Aggregation Rules, 

Error-Based Aggregation, Propose-Test-Release. 
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1. INTRODUCTION: 

Recently, a lot of communities in blockchain networks want to use machine learning models to get 

results from statistical computing or data analysis. For example, a medical researcher who wants to 

provide patient-specific treatment can train a predictive model of disease by working with secure 

medical communities in a blockchain network without having to negotiate with each other for a 

database. But it can be hard to store large amounts of data from different parts of the world in one 

place because of usability, privacy concerns, security improvements, policies, and regulations like 

GDRP. A distributed machine learning (DML) model for block chain networks should be built with 

multiple entities, such as a computing node and multiple workers for parallel processing, so that a 

learning model can run without centralised data. This means that the computing node figures out the 

global weight by taking into account only the learning results from each worker in each round. 

Without a central data server, a DML can make it easy to use data that is spread across multiple 

domains. 

 

1.1 Blockchain: A block chain is a trusted and secure decentralised and distributed network that 

allows interactions between participants, such as communities made up of people, companies, or 

governments with the same or similar goals. For example, crypto currencies, sharing medical 

information in healthcare, and exchanging goods in a business setting are all examples of 

interactions that take place on a block chain. Each participant in the blockchain shares a ledger (a 

list of transactions) with the others to make sure that every transaction is consistent and can't be 

changed. Each transaction is checked for validity by a majority of nodes coming to a consensus. If a 

transaction has been confirmed, a participant makes a group of transactions into a block and adds it 

to the last block in the shared ledger. In the ledger, these blocks are linked by a hash value, and the 

transactions can't be changed by changing the hash chain. By limiting who can join, permissionless 

blockchain networks are different from permissioned blockchain networks. 

Permissionless blockchain: It aims to be a fully decentralised network that can grow in any situation 

or environment. 

Permissioned blockchain, on the other hand, gives a way for a group of entities that share a goal but 

don't fully trust each other to communicate in a safe way. This could be a community for banking, 

finance, insurance, healthcare, and businesses that exchange information, money, or goods. 
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Distributed Machine Learning Model (DML): 

It is a machine learning (ML) system with multiple nodes that improves performance, increases 

accuracy, and can handle larger amounts of data. It makes the machine less likely to make mistakes 

and helps people analyse and make decisions based on a lot of data. Distributed machine learning 

algorithms have grown to be able to deal with very large amounts of data. 

When designing a DML model for a blockchain network, privacy and security should be taken into 

account in the right way. First of all, the DML model has to use a learning process to make sure that 

data doesn't leak private information. Most databases have private information about people, like 

diseases in medical records. As shown in Reference, even if a learning process only gives you 

summary information, you can still get some sensitive information from it. Differential privacy 

(DP), which is based on adding noise in a random way, is a promising way to protect privacy and 

stop privacy leaks. 

 

On the system security side, computation in a distributed network with multiple parties can 

sometimes cause the system to fail because of a mistake in the computation. This is caused by 

workers who aren't reliable, either on their own or by working together to do something bad. The 

goal of this kind of collusion attack is to make the DML model less accurate by giving the wrong 

local gradient. These kinds of attacks have been thought about and planned for, and a rule to stop 

collusion attacks has been studied to stop attacks like these. 

 

3.1 Algorithms: Differentially private algorithm: 

It is a set of rules and systems that help keep people's information safe and private. In machine 

learning solutions, differential privacy may be required for regulatory compliance. In traditional 

situations, files and databases are used to store raw data. 

3.1.1 Simulation Phase: During the simulation phase, each participant in the network simulates and 

calculates each local gradient under the current global weight on their own local datasets. Then, 

each learning round, the participants send the local gradients to the authority node, which makes a 

block. In this algorithm, there are 10 participants, so the dataset will be split among them. Each 

participant will train a model and store it in a Blockchain node. Any user with the right permissions 

can send a request to a blockchain node, which will then guess the value of that request. Blockchain 

is a list of computers, or nodes, that are all connected to each other. Each node will have a copy of 

the DML model, and for each request, each node will make a hashcode. This hashcode will be 
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checked for all requests, and if the check fails, that node will be considered attacked and users can 

connect to other working nodes. 

3.1.4 Hyperledger Fabric: It's just called Fabric, and it's one of the most popular permissioned 

blockchain systems. Before the ordering phase, Fabric adds an extra validation step called 

"simulation." This checks that all transactions in the current local state ledger are valid for certain 

peers, who are called "endorsing peers" in Fabric. 

This shows how transactions work on Fabric, which is based on a three-phase architecture called 

"simulate, order, and execute." 

First, a client runs the chaincode for a proposed transaction. The client, which is also called a client 

application, is a part of the Fabric network that runs chaincode. The chaincode is a set of functions 

for programmable transaction logics. It is often called a "smart contract." 

These functions must be set up and run on a trusted distributed application before transactions can 

be done. Their functions are made up of a set of queries for doing things like loading, saving, 

executing, etc. 

 

3.4 Algorithm and Process Design: 

 

Fig.4. Process Design 
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IV.  Implementation and Outcome 

We use Python to implement three aggregation rules: our error-based aggregation rule, the l nearest 

aggregation rule in LeaningChain, and multi-Krum on differentially private settings in a distributed 

way. We run Ubuntu 18.04 on an i7-8700K with 16 GB of RAM. On the hyperparameter side of 

machine learning, we set the learning rate to 0.1 and the clipping size C to 0.2 for the Wisconsin 

breast cancer dataset, which is computed empirically in a non-private scenario. Also, for our 

aggregation rule, we set = 2 so that the gradient scale doesn't get too big. 

In this case, we think about two attack scenarios that involve a bad local gradient. First, we use it so 

that each of the f attackers proposes a local gradient drawn from a Gaussian distribution with a 

mean of 0 and an isotropic covariance matrix with a standard deviation of 200. This is known as a 

Gaussian attack. 

Second, we use collusion attacks so that all f attackers suggest the same local gradient drawn close 

to the correct gradient Lf1, which is calculated by cosine similarity. This makes the DML model 

less accurate. 

4.2 Criteria for judging: 

The error rate for our aggregation rule is as follows: 

Under a Gaussian mechanism, these are the test error results for the test dataset of the Wisconsin 

breast cancer dataset with different DP levels, =4 and =2, but the same =105. All experiments 

except the baseline are run with 30% bad attackers to show how each aggregation rule can stop bad 

attacks. Each figure in the top row shows a Gaussian attack resilience result. For each cosine 

similarity (distance) value, the other numbers in the rows below show how well it can defend 

against a Low distance attack. So, we can show that our error-based process is strong enough to 

withstand two attacks. 

Effect of Budget Composition on Privacy: 

The results of our experiment show how these ways of writing affect utility. As we talked about in 

Section II, we need to use a composition theorem to get more utility while keeping the same level of 

privacy. Above this, no other composition in a differentially private SGD has a lower bound than 

the moments accountant method. 
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But we wouldn't use moments accountant for the Wisconsin breast cancer dataset because Theorem 

1) says that we can't set a sampling probability of q1/16 for 1 when D=450 and there are more than 

two participants. So, for the Wisconsin breast cancer dataset, a fairly large amount of noise is 

added. With a Gaussian mechanism and strong composition under 400 epochs, we add =200 for 

(4,105) DP and =316 for (2,105) DP. 

In this case, our experiment shows that, like the baseline, the majority-based aggregation rules have 

a very high error rate. Experiments, on the other hand, show that our error-based method works well 

in the same settings, even if a lot of noise is added to ensure a high level of privacy. This means that 

our proposed model is useful even if the examples in a dataset are small. 

The results of how much time our model takes up 

In particular, our model has both DML accuracy and system efficiency in a number of different 

ways. We compare the time it takes to complete a transaction in our proposed model and in 

LearningChain. We don't use multi-Krum because, other than in the aggregation process, it doesn't 

give us any DML models that we can use. We test with PoW [22] for LearningChain and PoET 

[25], [44] for our model, and we keep track of the results for an average of 10 times. 

How long it takes to figure out three aggregation rules: 

Our error-based aggregation rule uses less time than multi-Krum and LearningChain for many 

different participants in a large-scale distributed network. Multi-Krum, in particular, can't be used in 

a distributed network because it takes a long time to calculate when there are a lot of participants. If 

we use PoET in our model for 20 participants, our model has pretty low transaction latency 

compared to LearningChain, which is based on a permissionless blockchain. Because of this, our 

model saves 16 times as much time on computations as the previous blockchain. 

EPOCH: 

An epoch is a term used in machine learning to describe how many times the machine learning 

algorithm has gone through the whole training dataset. Most of the time, data sets are grouped into 

batches (especially when the amount of data is very large) 

When the size of the dataset is d, the number of epochs is e, the number of iterations is I and the 

size of each batch is b, the general relationship would be d*e = i*b. 
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Error Rate: The error of the method is the difference between what is expected and what is actually 

seen. If the target values are grouped into categories, the error is given as an error rate. This is how 

often the prediction turns out to be wrong. 

4.3 Outcome: 

The Summary of Validation will be shown based on the results of testing our proposed model, 

which does a better job of protecting privacy while machine learning for blockchain networks. 

 

Fig.5. Upload Wisconsin Dataset’ 

 

In above diagram click on ‘Upload Wisconsin Dataset’ button to upload dataset and to get below 

diagram 

 

Fig.6uploading ‘wisconsin.csv’ 

 

In above diagram selecting and uploading ‘wisconsin.csv’ dataset and then click on ‘Open’ button 

to load dataset and to get below diagram 
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Fig.7. dataset loaded 

 

In above diagram dataset loaded and I am displaying few records from it and in dataset we can see 

some non-numeric values are there and DML will not accept such values so we need to process 

dataset by replacing non-numeric values with numeric ID where M will replace with 1 and B 

replace with 0. In above graph x-axis represents B and M classes and y-axis represents total number 

of records in that class. Now close above graph and then click on ‘Preprocess Dataset’ button to 

process dataset 

 

Fig.8. Apply Differential Privacy’ 

 

In above diagram all values are converted to  numeric data and all data is in original plain format 

and now click on ‘Apply Differential Privacy’ button to anonymised dataset and to get below 

diagram. After anonymization you can see difference between above diagram values and below 

diagram values 
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Fig.9. entire dataset values 

 

In above diagram we can see entire dataset values are differentially anonymised and now click on 

‘Build Differentially Private Logistic Regression’ button to build DML model with privacy 

 

 

Fig.10. DP Logistic Regression 

 

In above diagram DP Logistic Regression DML model generated for all 10 participants and for each 

participants we calculate error rate. Error rate represents percentage of number of records wrongly 

predicted from test records or attack records. Now click on ‘Propose DP Error Rate on Attack’ 

button to get error rate graph of all 10 participants. 
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Fig.11. EPOCH vs error rate 

 

In above graph x-axis represents EPOCH or number of trainings for DML and y-axis represents 

error rate and in above graph we can see with increasing participant’s error rate reduced as DML is 

getting updated with all participants dataset. Now close above graph and then click on ‘Execute 

Prediction on Blockchain Node’ button to upload test data and then Blockchain DML will predict 

cancer from that test records 

 

 

Fig.12. testData.csv 

 

In above diagramwe selected and uploaded ‘testData.csv’ file and then click on ‘Open’ button to get 

below output 



Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 

2326-9865 

 

 
5237 

 
 

Vol. 71 No. 4 (2022) 

http://philstat.org.ph 

 

 

 

Fig.13. Blockchain hashcode 

 

In above diagram in first line we can see Blockchain hashcode of genesis block and then we can see 

Block_no  where test data is store and in next line we can see hashcode of current test record and 

then we can see anonymised test record and the after arrow symbol we can see predicted record as 

Malignant or Benign. In above diagram Blockchain will verify previous hashcode of current record 

with last record. For example in above diagram Block_No2 previous hash is matching with 

Block_No1 current hash and verification will be successful and if change detected then attack is 

occurred. You scroll down above text area to view result of all records like below diagram 

 

Fig.14. result of all records 
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Extension Outcomes: 

In this paper, we used a traditional machine learning algorithm called Logistic Regression to predict 

attacks from a privacy dataset and then calculated the prediction error rate. Prediction error is the 

percentage of wrong predictions, so the less error there is, the more accurate or right the prediction 

is. 

So, as an extension, we're using the Random Forest algorithm with a group of trees. Random Forest 

is a popular algorithm for machine learning that uses the supervised learning method. It can be used 

for both Classification problems and Regression problems in ML. It is based on the idea of 

ensemble learning, which is a way to solve a hard problem and improve the model's performance by 

putting together multiple classifiers. 

As the name suggests, "Random Forest is a classifier that uses a number of decision trees on 

different subsets of a given dataset and takes the average to improve the accuracy of that dataset's 

predictions." Instead of relying on just one decision tree, the random forest takes the prediction 

from each tree and predicts the final output based on what the majority of the trees say. 

Due to the number of trees, the rate of wrong predictions will go down. 

 

Fig.15. selecting and uploading dataset file 

 

In above diagram selecting and uploading dataset file and then click each button and then check 

error rate of propose logistic regression and random forest like below diagram 
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Fig.16. logistic regression 

 

In above diagram with propose logistic regression for participant 1 we got error rate as 0.17 and 

with extension we got error rate for same participant as 0.14 so by applying extension random forest 

we can further reduce error rate to enhance prediction and now click on ‘Propose & Extension DP 

Error rate on Attack’ button to get below graph 

 

Fig.17. participants vs error rate 

 

In above graph x-axis represents participants and y-axis represents error rate for that participant and 

blue line refers extension and green line refers propose logistic regression. From above two 

comparison we can see that extension got less error rate compare to propose 

CONCLUSIONS 

In this paper, we made a DML that protects privacy on a blockchain with permissions and DP. In 

particular, we suggested a new DML model based on the simulate-order-execute architecture of 
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Hyperledger Fabric, which is one of the most popular, practical, and usable permissioned 

blockchain systems. As the main primitive, we came up with an error-based aggregation rule, which 

is a new way to figure out global weights based on errors. In two different types of attacks on the 

aggregation process in the DML model, our experiments show that our error-based aggregation rule 

is more useful than majority-based aggregation rules. In a differentially private situation, our error-

based aggregation rule is especially useful. Our model saves more time than permissionless 

blockchain-based DML systems and takes less time than other aggregation rules. The proposed 

model, which can be controlled by chain code functions, will be interesting to implement and divide 

into modules in the future. Also, in the future, work will be done to apply the modularized model to 

the latest version of the open-source Hyperledger Fabric, which can be used easily with private data 

by channels and the DML network. 
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