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Abstract 

In this paper, a novel filtering approach was presented to remove the 

impulse noise in satellite images. Generally, satellite images are affected 

by speckle, Gaussian, and impulse noise. It is essential to remove the noise 

present in the image by applying appropriate filters. By attenuating the 

high-frequency image components and removing noise from the image, 

essential features are also lost. Due to their exhaustive search mechanism, 

the widely used median filter and its variants and switching filter methods, 

which demonstrate good noise reduction, suffer greatly from 

computational complexity. With these methods, each pixel in a test 

window is compared against every other pixel to reach a consensus on the 

accuracy of the test pixel. This paper presents a novel filtering method for 

denoising satellite images using the Adaptive Switching Trimmed Vector 

Median Filtering approach, and it has given better performance when 

compared to the existing algorithms in terms of peak signal-to-noise ratio 

(PSNR), structure similarity index (SSIM), and root means square error 

(RMSE). 

Keywords: Impulse Noise, Median Filter, Vector Median Filter, Image 

Denoising, Adaptive Switching trimmed VMF. 

 

Introduction 

Noise is a common cause of satellite image corruption during capture and transmission. 

Image denoising is used to reduce the amount of noise while preserving the key signal 

characteristics. Image denoising algorithms are required to stop this kind of digital image 

degradation [1]. Numerous environmental applications, such as the control of weather, 

floods, and fires, as well as the tracking of earth resources and geographic mapping, 

agricultural crop forecasting, and urban growth, all benefit from the use of satellite images. 

The space imaging application includes the identification and evaluation of objects in images 

obtained from deep space probe missions [2]. When salt and pepper noise is added to satellite 

images, it typically results from a noisy image threshold and has sporadic occurrences of both 
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black and white intensity values. On satellite images, the noise, which appears as black and 

white dots, significantly reduces the visual impact of the image. 

Using the well-known median filter and its modifications is one efficient way to get rid of 

impulsive noise [3][4][5]. Due to their much-increased filtering effectiveness in terms of 

edge/detail retention and impulse noise attenuation, nonlinear filters have been extensively 

used. Traditional median filtering methods unconditionally perform the median operation to 

every pixel, regardless of whether it is uncorrupted or corrupted [6]. As a result, the 

uncorrupted pixels' contributions to the image details are still vulnerable to filtering, which 

reduces the quality of the image.  

To characterize the grey or color difference between pixels and their neighbouring pixels at 

various sizes, a multilayer weighted graph model is developed. The graph node with the 

lowest strength is then found via a transformation of the noise detection [13]. The 

neighbourhood pixel values are sorted into numerical order to get the median, which is then 

used to replace the pixel in the issue. The average of the two middle pixel values is used 

when the neighbourhood has an even number of pixels [14].  

To minimize multichannel dependence, color and satellite images are processed using a 

nonlinear method called the vector median filter (VMF). The filters in this family, especially 

the VMF, may perform rather well in impulse noise reduction without producing color 

distortions because they appropriately handle the color component correlation [15][16]. By 

substituting another pixel in the window for the test pixel in this method, the total distance 

between all pixels is decreased.  

Based on the direction of the image vectors, the VDF (vector directional filter) divides the 

processing of image data into "directional processing" and "magnitude processing." 

Processing of image data that solely takes into account, directional information in the vector 

space is referred to as "directional processing." Magnitude processing, on the other hand, 

applies to image data processing that only takes vector magnitudes into account. Vector 

signal processing and single-channel image processing are connected by the VDF's separation 

of the processing feature [17].  

The basic vector directional filter (BVDF) suggests utilizing direction instead of distance as a 

substitute. By employing the angular distance between pixels rather than vector magnitudes, 

this filter minimizes the aggregate angular distance over all pixels in the window [16][18]. 

Another image filtering technique is directional distance filtering (DDF), which employs a 

weighted product of VMF and BVDF [19].  

The directional VMF (DVMF), which applies vector median filtering to pixels that are within 

a certain angle of the center test pixel, is another directed technique [20]. It has been 

demonstrated that the adaptive switching trimmed (AST) and adaptive rank-weighted 

switching (ARWSF) filters are efficient in reducing impulsive noise [20][21]. 

The so-called switching median filters [7]–[12] have demonstrated a considerable performance 

increase by including noise detection techniques or "intelligence" into the median filtering 
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architecture. Early switching median filters have frequently been shown to be nonadaptive to a 

given, but unknown, noise density and prone to producing misclassified pixels, especially at 

greater noise level interference [12]. The adaptive switching trimmed vector median filtering 

algorithm described in this research is a unique method for denoising impulse noise in satellite 

images. 

Adaptive Switching Trimmed Vector Median Filtering 

The majority of filtering methods use n samples from a sliding, operational window W with 

the 𝑥𝑢,𝑣 at its center to calculate the output for the pixel at position (u, v). The central pixel of 

W will be designated as 𝑥1 to further simplify the analysis, and the other pixels will be 

marked as 𝑥1 … … 𝑥𝑛 as shown in Fig. 1. 

𝑥2 𝑥3 𝑥4 

𝑥5 
𝑥𝑢,𝑣 

𝑥1 
𝑥6 

𝑥7 𝑥8 𝑥9 

Fig.1 Notation of pixels in the filtering window 

The reduced ordering technique is based on the sum of the distances (dissimilarity measures), 

indicated as d, between a particular pixel and the samples from the filtering window W, the 

cumulative dissimilarity measure D given to pixel xi, (i=1...n) from W, is 

𝐷𝑖

= ∑ 𝑑(𝑥𝑖, 𝑥𝑗)

𝑛

𝑗=1

                                                                                                                                                  (1) 

The distances 𝑑𝑖𝑗 = 𝑑(𝑥𝑖 , 𝑥𝑗) between 𝑥𝑖 and every other pixel 𝑥𝑗 belonging to W, (𝑖, 𝑗 =

1 … 𝑛, 𝑖 ≠ 𝑗) , can be arranged in ascending order as follows: 

𝑑𝑖1, … , 𝑑𝑖𝑣

→ 𝑑𝑖(1), … , 𝑑𝑖(𝑣)                                                                                                                                 (2) 

Where 𝑣 = 𝑛 − 1, Moreover, a trimmed sum of distances 𝐷̂ can be utilized in place of the 

aggregated distances in (1) [22]. 

𝐷𝑖̂

= ∑ 𝑑𝑖(𝑟)

𝑚

𝑟=1

                                                                                                                                                         (3) 

where m represents the number of nearest pixels used in the trimmed sum of distances 

calculation and 𝑑𝑖(𝑟) represents the 𝑟𝑡ℎ least dissimilarity value. Compared to the usual sum 
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of distances 𝐷𝑖, the trimmed sum 𝐷𝑖̂ is much more resistant to outliers among pixels of W 

[23][24]. 

One method of measuring pixel corruption is to use the value of 𝐷1̂ , which is given to the 

centre pixel 𝑥1. When there are at least m identical pixels in the surrounding area, this 

number is low; otherwise, the centre pixel 𝑥1 can be regarded as corrupted. If 𝐷1̂ divided by 

m exceeds a predetermined threshold value, then T 

𝐷1̂

𝑚
 

> 𝑇,                                                                                                                                                                    (4) 

If W's center pixel is determined to be noisy, it will be replaced with the result of an 

appropriate robust filter; if not, it will be considered uncorrupted and will remain as is. In (4), 

the T value is made independent of the number of nearby pixels used to calculate 𝐷̂ by 

dividing by m. The decision-making process described above will be referred to as Switching 

Trimmed (ST). 

Additionally, the noise array M's map is updated for each processed pixel, 

𝑀𝑢,𝑣

=  {
0       ∶         𝑖𝑓 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑠𝑒𝑑 𝑎𝑠 𝑐𝑜𝑟𝑟𝑢𝑝𝑡𝑒𝑑
1        ∶          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                   

                                                                                   (5) 

This map will be used subsequently to replace the noisy pixels. Now, a kind of adaptability 

may be added to the ST scheme in order to address the impact of large values of the trimmed 

sum of distances 𝐷̂ in textured regions. This is done by subtraction the minimum value 𝐷(1)
̂  

determined for the pixels of W. 

Consequently, the modified condition (4) for the noisy pixel detection is 

𝐷1̂ − 𝐷(1)
̂

𝑚
 >  𝑇 ,

𝐷(1)
̂

= 𝑚𝑖𝑛{𝐷𝑖 ∶ 𝑖 = 1, … , 𝑣}                                                                                      (6) 

As local image textural elements and minute details are taken into account, this decision-

making process becomes more reliable and precise. The suggested design will be called 

Adaptive Switching Trimmed (AST). 

The trimmed sums in the AST scheme must be calculated for each pixel in W in order to 

identify the minimum one. Although this technique has a high computing efficiency, as will 

be demonstrated later, it still necessitates a significant number of distance computations for 

each pixel in the processing window, in addition to requiring the determination of the lowest 

value. The AST scheme is summarized in Fig. 2. 
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Fig.2 The AST design (a) requires the calculation of a trimmed sum of distances for 

every pixel of W to determine their minimum value, which is assigned to the central 

pixel. 

The modelling of impulsive noise may be done in a variety of ways. The so-called "colour 

salt & pepper noise" is one of the most common contamination models. It assumes that a 

portion of the image pixels, designated by the symbol p, is damaged such that the RGB 

channels are given either the lowest or maximum value of the permitted dynamic range (0 or 

255 assuming 8 bit channel representation). It is possible for the pixel affected by impulsive 

noise to become completely distorted, in which case all three channels would be replaced by 

extreme values, but it is also possible for one or two of the pixel's components to stay intact. 

Three channels are constantly influenced by the noise distortion, which can either be fully 

correlated or modelled using a known correlation of channel contamination. 

The fact that only the extreme values of the damaged pixels should be repaired makes it 

easier to get rid of the salt and pepper noise. As a result, a more difficult and accurate noise 

model implies that each channel in a pixel that is impacted is changed to a random variable 

chosen at random from the uniform distribution. 

Algorithm-1 describes the Overall Process of an algorithm and Algorithm-2 describes the 

Adaptive Switching Trimmed VMF Algorithm. 

Algorithm-1: OVERALL ALGORITHM 

a. Begin / Start  

b. For each coloured image: 

1. Validate if the image quality of the image is at the accepted level 

2. If the image quality is at an acceptable level Go to step C 

3. If the image quality is not at the accepted level, validate whether pre-processing is 

required or not 

4. If pre-processing is not required then Go to Step 7 

5. If pre-processing is required then apply the Adaptive Switching Trimmed VMF 

Technique 
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6. Apply Step 5 till the image reaches the accepted level 

7. Apply the Noisy Pixel Detection algorithm on the image received 

c. Stop 

Algorithm-2: ADAPTIVE SWITCHING TRIMMED VMF ALGORITHM 

a. Begin / Start  

b. For each coloured image: 

1. Determine the accepted Threshold T  

2. Identify the operating window ‘W’ 

3. Identify ‘n’ samples 

4. Determine the center pixel x1 at the position (u, v) 

5. Identify ‘m’ pixels that are similar to x1 

6. Calculate the sum of dissimilarities (Di) measures between the identified center pixel 

(x1) and the samples from Window (W) 

7. Sort the distances in ascending order 

8. Calculate the trimmed sum of distances between the number of nearest pixels taken 

for calculation 

9. If the calculated trimmed sum of distances is less than the standard sum of distances 

then Go to Step 6 

10. If the calculated distance value of the Center pixel (D1) is greater than the other 

similar pixels then mark the pixel as corrupt 

11. If the distance Di is very high, then re-adjust the distance by subtracting D1 from the 

calculated Distance Di 

12. Create a Map M(u,v) where 0 is recognized as a corrupted pixel while 1 is identified as 

a non-corrupted pixel 

13. Calculate whether another level of filter application is required or not  

11.1  Divide the calculated (D1) by ‘m’ pixels 

11.2  Check if the value is greater than the predefined threshold (T) 

11.3  If yes, then apply filter 

11.4  Add a pixel to Map M 

14. Validate if AST is required or not. If yes, go to Step 15, else go to Step 19 

15. Calculate the trimmed sum of distances to the identified pixel 

16. Calculate the minimum trimmed sum 

17. Go to step 11 

18. Repeat from Step 2 for all the pixels 

19. Apply Noise pixel algorithms for the identified Pixels in Map M 

c. Stop   

Experimental Results 

This study compares the presented Adaptive Switching Trimmed Filtering Algorithm to the 

state-of-the-art vector median filters using three test statistics. The root mean square error 

(RMSE), which is the first, is defined as 
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𝑅𝑀𝑆𝐸(𝑋, 𝑌)

= √
1

𝑀𝑁
∑ ∑‖𝑋𝑖,𝑗 − 𝑌𝑖,𝑗‖

2
𝑁

𝑗=1

𝑀

𝑖=1

                                                                                                    (7) 

where X and Y represent the original and filtered images, respectively. A small RMSE value 

indicates that the error between the filtered and original images is tiny. Hence, modest RMSE 

values are acquired. 

The second measure is the peak signal-to-noise ratio (PSNR) which is defined as 

𝑃𝑆𝑁𝑅(𝑋, 𝑌)

= 10 log10 (
𝑀𝑎𝑥(𝑋)2

𝑀𝑆𝐸(𝑋, 𝑌)
)                                                                                                           (8) 

where MSE (X, Y) is the filtered image's mean square error. A high PSNR is preferred since 

it demonstrates a stronger signal to noise restoration. 

The third measure is the structural similarity index (SSIM) which is defined as 

𝑆𝑆𝐼𝑀(𝑋, 𝑌)

=
(2𝜇𝑥 + 𝜇𝑦 + 𝑐1)(2𝐶𝑥,𝑦 + 𝑐2)

(𝜇𝑥
2 + 𝜇𝑦

2 + 𝑐1)(𝜎𝑥
2 + 𝜎𝑦

2 + 𝑐2)
                                                                                              (9) 

where the image means are 

𝜇𝑥

=
1

𝑁
∑ 𝑋𝑖

𝑁

𝑖=1

                                                                                                                                                      (10) 

𝜇𝑦

=
1

𝑁
∑ 𝑌𝑖

𝑁

𝑖=1

                                                                                                                                                       (11) 

Where C(.,.) signifies the covariance between the original and filtered pictures and 𝜎2 

denotes the variance. 

The SSIM value combines perceptual factors like brightness and contrast to represent how 

similar the original and filtered images are to one another. An elevated SSIM value means 

that the original image was accurately restored. 

Fig. 3 is used to analyze the Adaptive Switching Trimmed VMF Algorithm denoising method 

experimentally. 
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Fig. 3 Original Test Image 

As demonstrated in Fig. 4, which shows noisy and filtered images with different noise 

probabilities, the last column—which corresponds to the Adaptive Switching Trimmed VMF 

approach—performs better than the others. Figures 5, 6, and 7 illustrate PSNR vs noise 

probability, RMSE versus noise probability, and SSIM versus noise probability for test image 

under an exemplary implementation of the disclosure. As can be shown, our Adaptive 

Switching Trimmed VMF technique performs better in terms of accuracy (low RMSE) than 

methods and the efficiency rises as the noise probability rises. 
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Fig. 4 Noise Reduction by various filters: Left to right: (a) Noisy image, (b) Median 

filter, (c) VMF, (d) BVDF, (e) DDF, (f) DVMF, (g) VMFDD, (h) ARWSF, (i) Alpha trim 

VMF, (j) ASTVMF. Top to bottom: Noise probability p = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 

0.8, 0.9, in accordance with an illustrative embodiment of the disclosure. 
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Fig. 5 The PSNR versus the Noise Probability for test image 

Table 1. Shows the Psnr Values for the Images Shown in Fig.4 

 MF VMF BVDF DDF DVMF VMFDD ARWSF ATVMF ASTVMF 

0.1 33.33 24.49 25.49 34.33 35.14 31.64 30.57 34.15 35.48 

0.2 32.86 22.45 23.13 32.06 33.42 30.73 30.38 32.48 33.98 

0.3 31.90 21.14 21.71 29.46 31.19 30.09 30.02 30.91 32.76 

0.4 30.61 20.03 20.49 26.99 29.16 29.06 29.25 29.77 31.55 

0.5 28.58 19.11 19.47 24.74 26.44 27.59 27.76 28.16 29.96 

0.6 25.94 18.32 18.69 22.77 24.11 25.21 25.33 24.61 28.94 

0.7 23.88 17.56 17.98 20.99 22.08 22.76 22.96 22.15 28.00 

0.8 21.82 16.91 17.62 19.34 20.26 20.04 20.46 19.52 26.52 

0.9 20.09 16.15 17.46 17.98 18.72 17.78 18.35 17.41 25.25 

 

 

Fig. 6 The RMSE versus the Noise Probability for test image-1 
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Table 2. Shows the RMSE values for the images shown in Fig.4 

 MF VMF 
BVD

F 
DDF 

DVM

F 

VMFD

D 

ARWS

F 

ATVM

F 

ASTVM

F 

0.

1 

0.023

7 

0.053

6 

0.047

7 

0.025

4 
0.0240 0.0235 0.0266 0.0249 0.0228 

0.

2 

0.026

2 

0.067

8 

0.062

7 

0.027

4 
0.0271 0.0261 0.0272 0.0269 0.0251 

0.

3 

0.027

3 

0.078

8 

0.073

8 

0.030

2 
0.0268 0.0281 0.0283 0.0287 0.0260 

0.

4 

0.027

3 

0.089

6 

0.085

0 

0.040

2 
0.0313 0.0317 0.0310 0.0328 0.0267 

0.

5 

0.033

5 

0.099

6 

0.095

5 

0.052

0 
0.0428 0.0375 0.0368 0.0394 0.0285 

0.

6 

0.045

4 

0.109

0 

0.104

5 

0.065

3 
0.0560 0.0493 0.0487 0.0528 0.0321 

0.

7 

0.057

5 

0.119

1 

0.113

5 

0.080

2 
0.0707 0.0654 0.0639 0.0702 0.0358 

0.

8 

0.072

8 

0.128

2 

0.118

2 

0.096

9 
0.0871 0.0894 0.0852 0.0949 0.0424 

0.

9 

0.089

0 

0.140

1 

0.120

3 

0.113

5 
0.1041 0.1161 0.1086 0.1211 0.0491 

 

Fig. 7 The SSIM versus the Noise Probability for test image 

0.0000

0.0400

0.0800

0.1200

0.1600

0.2000

0.2400

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

SS
IM

Noise Probability

MF VMF BVDF DDF DVMF

VMFDD ARWSF ATVMF ASTVMF

http://philstat.org.ph/


Vol. 71 No. 4 (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

5651 

Table 3. Shows the Ssim values for the Images Shown in Fig.4 

 MF VMF 

BVD

F DDF 

DVM

F 

VMFD

D 

ARWS

F 

ATVM

F 

ASTVM

F 

0.

1 

0.189

4 

0.182

9 

0.183

0 

0.190

0 0.1894 0.1916 0.1925 0.1921 0.1926 

0.

2 

0.188

8 

0.178

6 

0.178

3 

0.189

2 0.1887 0.1913 0.1919 0.1919 0.1920 

0.

3 

0.187

8 

0.174

4 

0.174

0 

0.187

9 0.1874 0.1908 0.1912 0.1913 0.1914 

0.

4 

0.186

5 

0.169

9 

0.169

1 

0.186

1 0.1857 0.1900 0.1903 0.1905 0.1909 

0.

5 

0.184

0 

0.165

6 

0.164

0 

0.183

2 0.1824 0.1887 0.1886 0.1891 0.1904 

0.

6 

0.180

0 

0.161

1 

0.159

2 

0.179

4 0.1777 0.1861 0.1858 0.1861 0.1898 

0.

7 

0.175

0 

0.156

5 

0.154

5 

0.174

1 0.1716 0.1817 0.1813 0.1812 0.1893 

0.

8 

0.167

9 

0.152

0 

0.151

1 

0.166

9 0.1636 0.1731 0.1734 0.1724 0.1880 

0.

9 

0.160

4 

0.147

0 

0.149

7 

0.159

7 0.1553 0.1620 0.1637 0.1616 0.1868 

 

Another method for demonstrating their superiority is through structural similarities. The 

Adaptive Switching Trimmed VMF strategy surpasses the VMF method at p= 0.2, but it 

becomes more effective at p= 0.9, achieving a 19% efficiency. It indicates that impulse noise 

reduction is improved by Adaptive Switching Trimmed VMF of just the valid pixels, or those 

pixels in the signal space that are said to hold significant information. 

Conclusion 

In this paper, a novel technique called adaptive switching trimmed VMF is presented for 

reducing impulse noise in satellite images. Traditional filtering approaches, most frequently 

the vector median filtering approach and its variations, apply a noise reduction algorithm to 

the center pixel of a well-designed window that iteratively slides through the entire image. To 

determine the smallest pixel in a Window, the trimmed sums in the AST scheme must be 

computed for each pixel in the Window. The accuracy of the Adaptive Switching Trimmed 

VMF approach is higher (low RMSE), and efficiency increases with increasing noise 

probability. At p= 0.2, this approach outperforms the VMF method, but at p= 0.9, it becomes 

even more successful, obtaining a 19% efficiency. It shows that Adaptive Switching 

Trimmed VMF of just the valid pixels, or those pixels in the signal space that are supposedly 

contain significant information, improves impulsive noise reduction. 
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