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Abstract 

The virtual assistant for the visually impaired is a advancement that assists 

outwardly weakened individuals with exploring with pace and assurance 

by identifying the nearby deterrents with the help of ultrasonic waves and 

telling them with a noise. They just got to wear this gadget as a band. It is 

a straightforward wearable innovation for blind individuals. These days, 

many brilliant gadgets are accessible for outwardly weakened individuals, 

yet a large portion of them dislike conveying, and the significant downside 

is that they need a ton of preparation to utilize. One of the principal 

idiosyncrasies of this development is that reasonable for everybody. It 

very well may be wearable like fabric, with minimal expense and 

effortlessness. It will radically help the local area. As indicated by WHO, 

39 million individuals are assessed as outwardly weakened around the 

world. In their day-to-day existence, they are enduring a ton of difficulty. 

Many impacted individuals have been involving a conventional white 

stick for a long time, yet it has a lot of burdens. So, the venture plans to 

create a modest and more productive because to help the outwardly 

impeded explore with more prominent solace, speed, and certainty. 

 

Index Terms – Raspberry Pi, YOLO v3, Google Text to Speech, Object 

Detection, Sonar. 
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I.  INTRODUCTION 

 All around the world, the primary driver of vision misfortune is constant eye illnesses while 

the best two reasons for visual impedance are in-adjusted refractive blunders and unworked 

waterfall. In this quick world, outwardly debilitated individuals are abandoned and not treated 

similarly. To help them and furnish them with some degree of solace, numerous arrangements and 

strategies have been attempted and created. One of these procedures is called direction and 

versatility. In this method, an expert aid the outwardly impeded and blind individuals and trains 

them to continue all alone. They are prepared to rely upon their other excess faculties to move 

freely and securely. Another strategy is through utilizing aide canines. In this strategy, the canines 

are prepared uniquely to help the development of visually impaired individuals. The canines 

explore the impediments as an alarm to the client to fundamentally impact his direction. Be that as 

it may, it is challenging for outwardly debilitated and blind individuals to comprehend the 

complicated course given by these canines. 

Moreover, the expense of these prepared canines is extremely high. These days, various kinds of 

sticks are likewise being utilized like the white stick, the shrewd stick, and the laser stick. Be that as 

it may, these apparatuses additionally have a few requirements. The stick is unhandy since it has a 

long length which additionally makes it hard to keep out in the open spots. Moreover, the stick has 

restrictions on perceiving deterrents. Numerous procedures have been grown as of late to upgrade 

visually impaired individuals' versatility. These methods are created because of sign handling and 

sensor innovation. Notwithstanding, these devices will generally flop in a jam-packed region or in a 

space where there are high volumes of electronic waves. To help blind and outwardly disabled 

individuals' versatility indoor and open air, this work proposes a basic electronic direction inserted 

vision framework which is configurable and proficient. The framework uses three kinds of gadgets 

including an IR sensor, sonar sensor, and camera. 

A raspberry pi 4 model B microcontroller processes the reflected signs from all gadgets to 

characterize an obstruction. The proposed direction framework can decide the deterrent distance, 

notwithstanding the substance and form attributes of the snag. Besides, the framework can name a 

portion of the identified items. Additionally, neither stick nor other stamped apparatus is required to 

have been conveyed by the client. Like different frameworks, the proposed framework can be 

secured to a cap or a pen-sized hand smaller than a normal stick. It has high insusceptibility to both 

surrounding glow and the article's tone. 
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Figure 1.1 Block Diagram of Third Eye 

 

II. METHODOLOGY 

       This venture proposes the plan of a compact computer-based intelligence-based direction 

framework for blind - Third Eye, which helps the outwardly impeded local area and helps in their 

everyday versatility. The third eye gives the outwardly debilitated local area a better approach to 

envision the world by making sense of them their environmental factors. The entire framework is 

constrained by the Raspberry Pi microcontroller. The third eye tackles the most extreme capacities 

of the Raspberry Pi microcontroller which can up hold the framework with one benefit being the 

inbuilt realistic card. The model purposes different sensors, for example, IR Sensors, Sonar Sensors, 

and a Camera module which assist the framework with the social occasion of the necessary 

information. Moreover, text to discourse module is utilized to converse with the client. 

 

 

 

Figure 2.1. Figure of object detection 

Python frames the core of the framework. It then processes the gathered information and 

converts it into data which is at last conveyed to the end client. 



Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 

2326-9865 

 
5913 

 
 

Vol. 71 No. 4 (2022) 
http://philstat.org.ph 

 

 

 

 

 

Figure 2.2. Figure of Single shot detectors 

 

       The camera module assumes a significant part as it takes the photos which are then handled 

utilizing a picture handling strategy to imagine the article appropriately. All the data is handled and 

changed over completely to a message which is then taken care of into a message to discourse 

module. The message to discourse module conveys this data to the end client in their ear utilizing 

earphones. 

 

 

Figure 2.3. Figure of output of Single shot detectors 
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A. System Design 

This framework is created utilizing different advances, which cooperate to flawlessly run Third 

Eye. 

The framework configuration thinks about the accompanying equipment parts: 

• Raspberry Pi 3 

• Sonar sensors 

• Camera module 

• Headset 

The framework configuration thinks about the accompanying programming parts: 

• Python programming language Raspberry Pi working framework and programming stage 

• OpenCV 

• Text to Discourse Module 

 

 

Figure 2.4. Figure of model of single shot detectors 

 

B. The Raspberry Pi: 

              The Raspberry Pi is a minimal expense, versatile PC that can utilize a typical television or 

a PC screen as its presentation and standard console and standard mouse as info gadgets. It upholds 

different programming dialects, for example, python, java, scratch, and so on. It can play out any 

errand that one would anticipate from a personal computer. It tends to be utilized to peruse the web 

and to play top-quality video.  

 It also can create spreadsheets, perform word processors, and play games. Additionally, the 

Microcontroller has a feature that standard desktop PCs do not. It can communicate with people and 
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things outside of it. It has been applied to several projects of various kinds, including weather 

stations and music machines. 

 The Raspberry Pi architecture has undergone numerous iterations, each of which has 

modifications in the type of Processor, memory capacity, network connectivity, and compatibility 

for peripherals. 

 

Figure 2.5. Raspberry Pi 4 Model B 

 

C. Sonar Sensor:  

 A sonar detector is a tool that uses sound waves to estimate distances to objects. The detector 

waits for the audio wave to return after already being emitted at a certain frequency from the item. 

It calculates the distance here between the sonar sensor as well as the item by measuring the delay 

during emission and reception. However, there are some things that the sonar device might detect. 

This is due to the possibility that a waveform may occasionally fail to return adequately to the 

sensor and travel elsewhere. Sonar sensors will not be able to precisely forecast the distance in this 

situation. 

 

Figure 2.6 Sonar Sensor 
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D. Camera 

 The microcontroller pictures were taken by this module. Depending on the application and use, 

the frequency of image capture could be changed. This module has an 8mp Sony IMX219 sensor. 

Additionally, it could be used to record high-quality videos. It is also capable of 1080p30, 720p60, 

and VGA90 video modes and supports low-light clicking. 

 

 

Figure2.7 Raspberry Pi Camera 

 

III. USE CASE 

 A utilization case graph is a chart that portrays the connections among use cases and 

entertainers inside a framework. Using a case graph gives an outline of all or part of the framework 

or association using prerequisites as a fundamental model or a plan of action. It likewise permits 

one to impart the extent of an improvement project. 

 In this framework, there is just an entertainer named Client. The client will want to utilize every 

one of the capabilities or contributions of this framework. 

 

 

Figure 3.1 Use Diagram 
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IV. SYSTEM ARCHITECTURE 

  

 A framework design is the reasonable model of the task that characterizes the construction, 

conduct, and functionalities. This part centres around framework engineering and makes sense of 

the usefulness of each section of the framework. It additionally communicates how sensors speak 

with one another and cooperate to give the ideal result 

 

 

Figure 4.1.  System Architecture 

 

 

Figure 4.2 Flow Chart 

 

 The camera is referred to as this system's eye. It collects still photos continually and sends them 

to the Raspberry Pi microcontroller. These photograph are taken by the raspberry pi 

microcontroller, which uses AI image processing algorithms to process them. A corresponding 

answer is produced and sent to the module. The AI model that creates the Cafe model for the 

Raspberry Pi is created using the OpenCV framework. To switch the communication connecting the 

model and the put in, a Python application is utilized to collect data from the camera. The output is 

then shown as text on the screen. The text-to-speech module takes the user's input as text and 
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changes it into an audio output that is played back to them. Infrared sensors are positioned to mirror 

a human's angle of view. They are employed to determine the separation between a user and a far-

off item. The downward-facing sonar sensors are positioned at a 30-degree angle from the vertical 

plane. This 30-degree inclination aids sonar sensors in searching for things put on the ground close 

to the user. They can therefore be used to determine how far an object is from the user's legs if it is 

on the ground. The Raspberry Pi receives the data from both sensors, analyses it, and then delivers 

the preferred output to the text-to-speech module. Once more, the text is used as the input for this 

conversion. Once more, the text is used as the input and is transformed into an auditory response 

that is delivered to the user through a headset. The entire process continues until the user decides to 

turn the gadget off simultaneously and constantly. 

 

V. SPEECH SYNTHESIS ON RASPBERRY PI 

 GTTS (Google Text-to-Discourse), a Python library and CLI device to communicate with 

Google to interpret the text-to-discourse Programming interface. Compose spoken mp3 information 

to a document, a record-like item (byte string) for additional sound control, or stdout. Or on the 

other hand pre-create, Google Interprets TTS demand URLs to take care of to an outside program. 

 

VI. IMPLEMENTATION 

 The framework is made from three unique parts specifically: sonar sensor, infrared sensor, 

and camera. Every one of the information from each of the three parts is shipped off raspberry pi 

which process it and gives the result to the client. The design, execution, and carrying out are 

comparative for sonar and infrared sensors. Camera deals with an alternate design and calculation. 

The highlights of the framework include: 

• recognize the distance of the article (sonar sensors) 

• Recognize the sort of the article (utilizing object recognition calculation) 

• Pass the result on to the client through earphones. 

 

 The accompanying segments elaborate on the total interaction. Recognize the distance of the item 

(Sonar Sensor) 

 

The result of the sonar sensor should be visible progressively on the screen at genuine distance 

esteem from the article. 
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Figure 6.1 Output of Sonar 

 

The above yield display shows the space of the client from the item like clockwork. 

Simultaneously, this data is being handled by the raspberry pi and sent to the client through 

earphones. This guides the client about the place of the article. 

Variation in the distance 

       The sonar sensors are generally not exact as there is no optimal condition in the real world. 

There may be a variation between the distinguished distance and the real distance. These varieties 

can be diminished by utilizing better and more precise sensors. 

 

 

Figure 6.2 Actual versus Detected Distance through Sonar Sensors 

 

VII. OBJECT DETECTION 

 One computer vision technique that enables us to spot and place things in an picture or tape is 

object identification. With this type of classification and restriction, object discovery will be able to 
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tally the items, determine where they are located, and follow those locations while correctly 

describing them. Picture acknowledgment awards an image with a mark. 

 Models for item recognition based on profound learning typically comprise two elements. 

 A photo is taken by an encoder as information, which is then put through a series of blocks and 

layers to determine how to take out the information needed to locate and identify items. yields are 

passed from the encoder to the decoder, which forecasts the bounding boxes and names for every 

item.  

 

VIII. YOLO ALGORITHM 

 YOLOv3 (You Just Look Once, Variant 3) is an constant thing recognition estimate that 

distinguishes precise articles in recordings. Consequences are damned purposes highlights advanced 

by a profound convolutional brain organization to identify an item. 

       The main adaptation of Just go for it was made in 2016, and variant 3, which is examined 

broadly in this article, was made two years after the fact in 2018. YOLOv3 is a superior adaptation 

of Consequences be damned and YOLOv2. Just go for it is executed utilizing the Keras or OpenCV 

profound learning libraries. 

 

 

Figure 8.1 Output Detection 

IX. IMPLEMENTATION 
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Circuit of the framework is planned and carried out so that every one of the parts works all the 

while without slowing down one another. Current to sonar sensors is controlled utilizing resistors 

and every one of the parts are painstakingly positioned to make it as little as could really be 

expected and to give handiness. 

 

    Figure9.1 Third Eye Module 

 

 According to the design outlined in this part, the Third Eye is created and integrated. Raspberry 

Pi, sonar, ultrasonic, and video sensors are used as the system's hardware foundation. The sonar 

sensor and camera are two independent but functional parts of the system. The sonar sensor is 

managed via Python. Python programmers may operate the camera and carry out object detection 

using the OpenCV framework for object detection. 

  

   X.  RESULT AND DISCUSSION 

This paper has discussed the outcome of wearables used for the visually impaired for navigation. 

The demand for this project will be huge due to its advantages like affordable price, easy to use, and 

its efficiency. 
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XI. PROGRAM 
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XII. CONCLUSION AND FUTURE ENHANCEMENT 

       Currently, a handicap of any sort for any individual can be hard and it is a similar case with 

visual impairment. Blind individuals are for the most part left oppressed. Giving a dream to a 

visually impaired person is extremely challenging. In this document, another man-made 

intelligence-based framework called Third Eye to manage the route of a visually impaired 

individual has been projected and created. 

 This man-made intelligence-based framework offers a straightforward electronic direction 

inserted vision framework which is configurable and effective. The framework assists blind and 

outwardly hindered individuals with being exceptionally self-subordinate by helping their 

versatility paying little mind to where they are; open air. consequences demonstrate that every one 

of the sensors works appropriately and furnish precise readings, however, the scope of the model 

sensors isn't elevated. Object recognition calculation uses a 100 percent computer processor which 

makes the raspberry pi hot and hence, in prospect frameworks, two raspberry pi are prescribed to be 

utilized; one for object discovery and one for every one of the sensors. 

XIII. HARDWARE AND SOFTWARE 
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