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Abstract 

Artificial intelligence approaches may significantly lower the cost of water 

supply and sanitation systems while also ensuring compliance with 

drinking water and wastewater treatment standards. As a result, there has 

been a lot of study on modeling and predicting water quality in order to 

reduce water pollution. The suggested system's innovation is offered in 

order to establish an effective monitoring system for drinking water in 

order to maintain a sustainable and environmentally friendly green 

environment. To estimate the water quality index, the adaptive neuro-

fuzzy inference system (ANFIS) method was created in this study (WQI). 

Water quality was classified using a feed-forward neural network (FFNN) 

and K-nearest neighbors. Although the dataset contains eight important 

parameters, only seven were found to have significant values. These 

statistical factors were used to create the suggested approach. The ANFIS 

model outperformed the others in terms of predicting WQI values, 

according to the data. Despite this, the FFNN algorithm has the greatest 

accuracy (100%) in classifying water quality (WQC). In addition, the 

ANFIS model correctly predicted WQI, whereas the FFNN model was 

more robust in identifying the WQC. Furthermore, the ANFIS model 

performed well in testing, with a regression coefficient of 96.17 percent 

for predicting WQI, while the FFNN model had the best accuracy (100 

percent) for WQC. Water treatment and management might be aided by 

this suggested technology, which employs superior artificial intelligence. 

 

Keywords: -Adaptive neuro-fuzzy inference system; feed-forward neural 

network models; water quality index; water quality classification. 
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Background 

Water contamination has worsened as a result of rapid economic expansion and rising 

urbanization. Understanding the concerns and trends of water quality is also important for reducing 

and regulating water pollution. To really grasp the condition of the marine ecosystem, most 

governments throughout the world have begun to build environmental water management programs. 

Water is the most vital component of life. Although water covers 71 percent of the Earth's surface, 

the great majority (95 percent) is salt water [1]. As a result, it is critical to preserve the quality of 

fresh water. Almost one billion people lack access to safe drinking water, and two million people die 

each year as a result of polluted water, inadequate sanitation, and hygiene [2]. 

 

The long-term viability of a diversion plan is dependent on the quality of the water. Predicting 

water quality entails predicting variation patterns in a water system's quality at a specific period. 

Predicting water quality is crucial for water preparation and management. Predicting future changes 

in water safety at various degrees of contamination and establishing logical tactics to avoid and 

control water contamination may be used to build water contamination prevention and regulation 

strategies. The overall consistency of water should be assessed in water diversion plans. To address 

everyday drinking difficulties, a considerable volume of water is carried. As a result, solutions for 

anticipating water quality in today's civilization should be researched [3]. 

 

Poor-quality water may also be costly, because resources must be shifted to repair water delivery 

infrastructure whenever an issue emerges. The demand for enhanced water treatment and water 

quality management has been rising for these objectives in order to assure safe drinking water at 

competitive prices. To address these issues, systematic assessments of raw water, disposal systems, 

and organizational monitoring issues are necessary [4]. Accurate projections of changes in water 

quality can greatly increase aquaculture's efficiency. Water quality data is pre-processed in most 

cases before water quality metrics are anticipated. As a result, there are two stages in this segment. 

The first stage entails pre-processing water quality data and conducting a correlation study between 

various water quality metrics.  

 

Water quality modeling has been created utilizing modern computer and artificial intelligence 

(AI) approaches to handle water quality challenges. By forecasting changes in water quality, 

artificial neural networks (ANNs) have benefited in the monitoring of water quality systems [5]. 
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They have the potential to greatly increase aquaculture efficiency. The application of the 

hydrodynamic and water quality model, a relatively new computational technique, presents obstacles 

and challenges in simulating water quality situations. ANNs are widely used in a variety of fields and 

give an alternative method for analyzing and monitoring water quality in reservoirs. ANNs have 

been used to simulate and forecast water quality in bodies of water with great success. ANNs have 

been employed in a variety of applications, including feed-forward neural networks [6]. To tackle 

complicated nonlinear systems, the fuzzy logic system was created [7]. The use of ANN applications 

to calculate and forecast the quality of water bodies has proven effective [8–12]. For designing 

predictions, ANN models require parameter values [13]. ANNs offer a number of benefits, including 

the capacity to learn, manage very complicated nonlinear systems, and work in parallel. Shafi et al. 

[14] utilized data from the Pakistan Council of Research in Water Resources (PCRWR) to identify 

water quality using support-vector machines, neural networks (NNs), deep NNs, and K-nearest 

neighbors (KNNs).  

 

To predict total nitrogen, total phosphorous, and total organic carbon in water, researchers used a 

convolutional neural network (CNN)-long shortterm memory (LSTM) hybrid deep learning model. 

The long short-term memory (LSTM) network model was used by Liu et al. [16] to estimate the 

quality of drinking water in the Yangtze River Basin [15]. pH, dissolved oxygen (DO), chemical 

oxygen demand (COD), and NH3-N were used to create the LSTM model. The LSTM model is said 

to be promising for monitoring water quality. 

 

Artificial intelligence was proposed by Chen et al. [17] for modeling and predicting water quality. 

It should be noticed that the ANN model performed better. Singh [18] employed the ANN model to 

estimate the quality of river water by computing dissolved oxygen (DO) and biological oxygen 

(BOD) characteristics. To estimate sewage effluent water quality, Zheng et al. [19] used the immune 

practical swarm optimization (PSO) approach, which used a neural network with a hidden layer. 

Using the grey correlation analysis approach, Gao [20] improved the back-propagation (BP) neural 

network to forecast water quality. Zhang et al. [21] used ANNs and a genetic algorithm to estimate 

water quality utilizing temporal data to improve the forecasting findings' stability. In the south-to-

north water diversion (SNWD) Project, Wang et al. [22] suggested a Genetic Regression Neural 

Network GA-GRNN model to establish an effective technique of forecasting water quality to assure 

water security. The association between relevant factors was investigated using correlation 
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coefficients. To predict COD and bioche, Abyaneh [23] used ANNs and regression models. The 

ANN model's kernel function was the radial-basis-function [24,25]. In Small Prespa Lake in Greece, 

Barzegar et al. [26] constructed a hybrid convolutional neural network (CNN)–LSTM model to 

predict DO and chlorophyll-a (Chl-a). When compared to the classic support vector regression 

(SVR) model, the deep learning model outperformed it. Using the ANN model, Maiti et al. [27] 

estimated dissolved oxygen (DO) values.  

 

Deep learning approaches outperformed classical machine learning techniques in predicting WQI, 

as did AI techniques like ANN, Bayesian NNs, and adaptive neuro-fuzzy [28]. Piazza et al. [29] 

compared the numerical optimization technique of the proposed model to the findings of an 

experimental campaign. The evolutionary algorithm was used in conjunction with a hydraulic 

simulator to test and assess water quality through monitoring. For anticipating wastewater, Sambito 

et al. [30] created a smart system based on the Internet of Things and a Bayesian decision network 

(BDN). The suggested approach was utilized to estimate groundwater water quality WQ using 

analyses of soluble conservative contaminants such as metals, decision support systems, and auto-

regressive moving averages [31]. 

 

Currently, water quality is determined through costly and time-consuming laboratory and 

statistical analyses, which necessitate sample collection, transportation to laboratories, and a 

significant amount of time and calculation. This approach is ineffective because water is a 

completely transmissible medium, and time is required if the water is contaminated with disease-

causing waste. The disastrous implications of water pollution need a more expedient and cost-

effective solution. In this context, we created a real-time system to test an alternate strategy for 

modeling and predicting water quality based on an advanced artificial intelligence algorithm. These 

copying models, on the other hand, confront considerable difficulties. They don't take into account 

elements that alter WQ, for example. The current study's contributions include the deployment of an 

advanced AI Adaptive neural-fuzzy inference system ANFIS model to forecast the Water Quality 

Index WQI. For the Water Quality Classification WQC, the feed-forward neural network FFNN and 

the kernel neural network KNN were utilized. Advanced AI may be generalized and utilized to 

foresee the water contamination process, assisting decision-makers in planning for timely actions. 
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Methodology: 

 

Figure 1 Methodology Used 

Algorithms 

SVM 

The "Support Vector Machine" (SVM) is a supervised machine learning technique that can solve 

classification and regression problems. It is, however, mostly employed to solve categorization 

difficulties. The SVM algorithm's purpose is to find the optimum line or decision boundary for 

categorizing n-dimensional space into classes so that additional data points may be readily placed in 

the proper category in the future. A hyperplane is the name for the optimal choice boundary. 

The extreme points/vectors that assist create the hyperplane are chosen via SVM. Support vectors 

are the extreme instances, and the method is called a Support Vector Machine. Consider the Figure 

2 below, which shows how a decision boundary or hyperplane is used to classify two separate 

categories: 

 

Figure 2 SVM 
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Simply put, support vectors are the coordinates of each unique observation. The SVM classifier is a 

frontier that separates the two classes (hyper-plane/line) the most effectively. 

SGD 

Stochastic gradient descent is a well-known and widely used technique in many Machine Learning 

algorithms, and it is the foundation of Neural Networks.  

Stochastic Gradient Descent (SGD) is a quick and easy way to fit linear classifiers and regressors to 

convex loss functions like (linear) Support Vector Machines and Logistic Regression. Despite the 

fact that SGD has been present for a long time in the machine learning field, it has only lately gotten 

a lot of attention in the context of large-scale learning. 

SGD has been used to solve large-scale, sparse machine learning issues that are common in text 

categorization and natural language processing. Because the data is sparse, the classifiers in this 

module may readily scale to problems with more than 105 training samples and characteristics. 

The class SGDClassifier provides a simple stochastic gradient descent learning method that 

supports a variety of classification loss functions and penalties. A SGDClassifier trained with the 

hinge loss, which is identical to a linear SVM, has the decision boundary shown below. 

SGD, like other classifiers, requires two arrays: an array X of form (n samples, n features) that has 

the training samples, and an array y of shape (n samples, n class labels) that holds the target values 

(class labels) for the training data. 

Random Forest 

Random Forest is a well-known machine learning algorithm that uses the supervised learning 

method. In machine learning, it may be utilized for both classification and regression issues. It is 

based on ensemble learning, which is a method of integrating several classifiers to solve a 

complicated issue and increase the model's performance. 

"Random Forest is a classifier that contains a number of decision trees on various subsets of a given 

dataset and takes the average to enhance the predicted accuracy of that dataset," according to the 

name. Instead than depending on a single decision tree, the random forest collects the forecasts 

from each tree and predicts the final output based on the majority votes of predictions. 
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Figure 3Random Forest Classifier 

Random Forest Assumptions 

Because the random forest mixes numerous trees to forecast the dataset's class, some decision trees 

may correctly predict the output while others may not. However, when all of the trees are 

combined, the proper result is predicted. As a result, two assumptions for a better Random forest 

classifier are as follows: 

The dataset's feature variable should have some real values so that the classifier can predict correct 

outcomes rather than guesses. 

 Each tree's predictions must have very low correlations. 

 Why would you want to utilize Random Forest? 

The following are some reasons why we should utilize the Random Forest algorithm: 

 When compared to other algorithms, it takes less time to train. 

 It predicts output with good accuracy, and it runs quickly even with a huge dataset. 

 When a considerable amount of the data is missing, it can still retain accuracy. 

Linear Regression 

Linear regression is a basic and quiet statistical regression approach that demonstrates the 

relationship between continuous variables and is used for predictive analysis. Linear regression, as 

the name implies, depicts a linear connection between the independent variable (X-axis) and the 

dependent variable (Y-axis). Simple linear regression is defined as linear regression with only one 

input variable (x). When there are several input variables, this type of linear regression is referred to 
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as multiple linear regression. A slanted straight line representing the connection between the 

variables is produced by the linear regression model. 

 

Figure 4Linear regression 

 

 y= Dependent Variable. 

x= Independent Variable. 

a0= intercept of the line. 

a1 = Linear regression coefficient. 

Linear regression, as previously stated, calculates the connection between a dependent and an 

independent variable. 

Gradient Boosting 

Gradient boosting is a strategy that stands out for its predictability and speed, especially when 

dealing with big and complicated datasets. This algorithm has provided the greatest results in 

everything from Kaggle contests to machine learning solutions for businesses. We already know 

that in any machine learning algorithm, mistakes play a significant role. Bias error and variance 

error are the two most common forms of mistake. The gradient boost approach assists us in 

reducing the model's bias inaccuracy. 

You may have come across the word Boosting when studying machine learning. In the subject of 

Data Science, it is the most misunderstood word. Boosting algorithms work on the idea of first 
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building a model on the training dataset, then building a second model to correct the faults in the 

first model. 

Boosting is a technique for turning weak students into strong ones. Each new tree in boosting is 

based on a modified version of the original data set. The gradient boosting algorithm (gbm) is best 

described by first learning about the AdaBoost Algorithm. The AdaBoost Algorithm starts by 

training a decision tree with equal weights for each observation. Following the evaluation of the 

first tree, we raise the weights of the difficult-to-classify data and decrease the weights of the easy-

to-classify observations. As a result, the second tree is based on the weighted data. The goal here is 

to improve on the first tree's forecasts. As a result, our new model is Tree 1 Plus Tree 2. The 

classification error from this new 2-tree ensemble model is then computed, and a third tree is grown 

to forecast the updated residuals. This method is repeated for a certain number of iterations. 

Following trees aid in the classification of observations that were not properly categorised by 

preceding trees. The weighted total of the predictions provided by the preceding tree models makes 

up the final ensemble model's predictions. 

Dataset: 

As outlined by the WWF, only 3% of available water is freshwater. The other 97% relates to salt 

water which cannot be consumed by humans or animals. With a key resource in limited supply, are 

there certain areas of the world that have a larger water table supply that can be used by all?  The 

water_potability.csv file contains water quality metrics for 3276 different water bodies. A link to 

the dataset is given for reference. Hardness, Solids, Chloramines, Sulfate, Conductivity,  

Organic_carbon, Trihalomethanes and Turbidity are all included in the datasets. Seven factors, 

however, were judged to have significant values, and the resulting models were assessed using 

various statistical metrics. Temperature settings were used in all of the trials. This data came from 

Kaggle (https://www.kaggle.com/adityakadiwal/water-potability) (accessed on 3 January 2022). 

Finding the missing values for the data cleansing and preparedness. 

Parameter Missing  

Hardness              0 

Solids                0 

Chloramines           0 
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Sulfate 781 

Conductivity          0 

Organic_carbon 0 

Trihalomethanes 162 

Turbidity             0 

Potability            0 

Table 1- Visualizing the Nullity Matrix(missing values). 

Data Processing 

In order to increase data quality, the processing step is critical in data analysis. WQI was estimated 

in this step using the dataset's most critical parameters. The WQI values were then used to classify 

the water samples. For better accuracy, the z-score approach was utilized as a data normalization 

tool. 

WQI calculation 

Water quality was measured using the WQI, which is derived utilizing many characteristics that 

impact WQ [32]. The suggested system's performance was assessed using a published dataset that 

included seven significant water quality metrics. The following formula was used to determine the 

WQI: 

 

where N is the total number of parameters in the WQI formula, qi is the quality estimate scale for 

each parameter I computed by Formula (2), and wi is the unit weight of each parameter calculated 

by Formula (3) 

 

As stated in Table 1, Vi is a measured value that pertains to the water samples tested, VIdeal is an 

ideal value that shows clean water (0 for all parameters except OD = 14.6 mg/L and pH = 7.0), and 

Si is a suggested standard value for parameter i. 
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Wi= K/Si 

where K is the proportionality constant, which is derived using the formula: 

 

Parameters Permissible Limits 

Hardness (mg/L) 100 

pH 8.5 

Conductivity, µS/cm 1000 

Solids 500 

Chloramines (mg/L) 250 

Sulfate (mg/L) 250 

Organic_carbon < 10 

Turbidity (NTU) 5 

Trihalomethanes 14.36 

Table 2. Permissible limits of the parameters used in calculating the WQI [33]. 

 

Table 3. 

WQI Scale Category 

0–20 C5 

21–40 C4 

41–60 C3 

61–80 C2 

81-100 C1 

 

Table 4. 

Constraint Unit Weight (wi) 

Dissolved Oxygen 0.3723 

pH 0.219 
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Conductivity 0.371 

Biological Oxygen Demand 0.3723 

Nitrate 0.0412 

Fecal Coliform 0.0221 

Total Coliform 0.0022 

 

Tables 3 and 4 represent the parameters of the WQC and unit weight, respectively. 

More parameters, including our selection parameters, may be calculated using WQI. The WQI is 

based on variable data. Any parameter may be tested with any water quality data using the 

suggested approach. 

Discussion 

In lab analysis, modeling and prediction of water quality have played a critical and substantial role 

in reducing time and usage. Artificial intelligence algorithms were investigated as a potential 

replacement to traditional methods for estimating and forecasting water quality. This study 

employed experimental data from 3276 samples collected from 3276 distinct rivers and lakes. nine 

key metrics are included in the dataset. Hardness, Solids, Chloramines, Sulfate, Conductivity,  

Organic_carbon, Trihalomethanes and Turbidity. 
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The ultimate purpose of this research is to support and align with Sustainable Development Goal 

(SDG) 6, which aims to guarantee that everyone has access to safe drinking water. The created 

model may be used to forecast water quality and index, and hence water quality categorization, with 

high accuracy, in a simple and low-cost manner. Furthermore, this type of model is reliable and can 

predict water contamination, allowing authorized governments/agencies to develop effective 

strategies for improved water sustainability and management, such as removing the contamination 

source and/or seeking an alternative source of pure water to meet community demand. 

 

Models Compared by MSE 

 Model SVM SGD RF LR GB 

SVM 

 

0.844 0.999 0.968 0.997 
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SGD 0.156 

 

0.945 0.862 0.992 

RF 0.001 0.055 

 

0.031 0.927 

LR 0.032 0.138 0.969 

 

0.998 

GB 0.003 0.008 0.073 0.002 

  

Result Analysis 

Model MSE RMSE MAE R2 

SVM 0.26 0.51 0.449 -0.092 

SGD 0.246 0.496 0.474 -0.032 

RF 0.228 0.478 0.422 0.04 

LR 0.239 0.489 0.476 -0.005 

GB 0.219 0.468 0.439 0.078 

 

As we can see that results from various algorithms compared in the study are different. With the 

given dataset and choice of algorithms, it is clearly visible that SVM out performs all other 

algorithms with the highest MSE of 0.260. 

R 2 = 1 − sum squared regression (SSR) total sum of squares (SST) , = 1 − ∑ ( y i − y i ^ ) 2 ∑ ( y i 

− y ¯ ) 2  

Whereas R2 score for the given dataset is not valid as it is negligent. 

Conclusion 

The use of AI algorithms to model and predict water quality is critical for environmental 

preservation. Using data from rivers collected from various sites across India, artificial intelligence 

algorithms were constructed to forecast and categorize water quality for drinking. nine essential 

parameters were calculated using WQI:  Hardness, Solids, Chloramines, Sulfate, Conductivity,  

Organic_carbon, Trihalomethanes and Turbidity. These were regarded as important water quality 

indicators. Using powerful AI ANFIS algorithms to develop new techniques can assist ensure a 

secure environment. Advanced ANFIS algorithms were employed to forecast WQI in this suggested 

technique. The WQC data was classified using the FFNN method. Statistics were used to analyze 

and test the suggested technique. Using sophisticated AI, the following conclusions may be derived. 
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First, the current study looked into an alternative artificial intelligence technique for predicting 

water quality using minimum and readily available water quality criteria. The datasets used in the 

study were collected from 3276 different water bodies distinct rivers and lakes. WQI was predicted 

and classified using artificial intelligence techniques. 

Second, by choosing essential factors from a standard dataset, an advanced AI ANFIS model may 

be created to forecast WQI. The forecast values were strikingly similar to the observation values. 

Third, for WQC, machine learning algorithms such as FFNN and KNN can be constructed. In 

WQC, the FFNN outperformed the KNN. The FFNN method outperformed the KNN approach in 

classification. 
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