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Abstract 

In the present world fertility has become a long-standing issue among demographers. Although a lot of 

work has been done on such burning issue but research regarding the fertility measure in Jammu and 

Kashmir is yet to be appalling. So, in the present study analysis of Age-Specific Fertility Rate (ASFR) 

of Jammu and Kashmir has been performed by applying Polynomial regression approach. The second 

degree polynomial has been used to fit the data after observing scatter plot. To test the stability and 

validity of fitted regression models, cross-validation prediction power, shrinkage, F-test and the 

coefficient of determination have been estimated. All the regression models suggest that the proposed 

models are significantly fit to evaluate the patterns of ASFR.   
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1. Introduction 

Fertility is considered as one of the main demographic feature for any population. The 

development of a human population depends exclusively on human fertility. Based on the total 

number of live births to a woman, fertility represents the actual level of reproduction of a 

population. Fertility levels are the determinant of the age structure of population which intern 

governs the demographic and socioeconomic distinctiveness of the population. To know the 

levels of fertility various methods are applied either direct or indirect. The mathematical 

functions (models) are applied to evaluate the patterns of fertility for any population that reflect 

the true picture of it. The polynomial regression model used in this study takes mid-point of 

age-group as independent variable and ASFR as outcome variable. Apart from this the inverse 

polynomial regression model is used to estimate ASFR. Among the two models the best fitted 

model which gives the better results has been recommended for further analysis.  

In demography, fertility is influenced by several factors and therefore its modeling and 

estimating future fertility is more complicated than that of mortality [1]. In any nation, the 

population and improving of living standard is closely related to postponement of first 

childbirth to the later age [2, 3]. The mathematical modeling helps in population projection by 

analyzing fertility and plays a vital role to measure the strength of population growth. ASFR is 

an important component required to know the levels and patterns of fertility. It is one of the 

simplest methods to analyze the patterns of fertility. Methods for analyzing age-specific 

demographic data is alienated into two categories: one considers age as a discrete variable in 

real space Rp (p signify the total number of ages) while as the other considers age a continuous 

variable in function space bounded within a finite interval. An extensive work has been 
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performed on modeling and predicting age-specific fertility and mortality by taking into 

consideration age as a discrete variable, [4, 5, 6, 7],  where the demographic rates at various 

ages are measured as discrete data points. On the other hand, the methods that consider age as 

a continuous variable have pioneered functional data analysis to model and predict age-specific 

demographic rates at a given year as a constant and smooth function and can later be changed 

to discrete ages at any sampling interval, [8, 9, 10, 11]. 

 

2. Methodology 

2.1 Polynomial 

 A mathematical expression of the form: 

𝑦 = 𝑎0 + 𝑎1𝑥 + 𝑎2𝑥
2 + 𝑎3𝑥

3 +⋯+ 𝑎𝑛𝑥
𝑛                             𝑎𝑛 ≠ 0 

Where, ai is the coefficient of xi (i=1, 2, 3 … n) but a1, a2, a3 … an are also constants, 𝑎0 is the 

constant term and n is a positive integer, is called a polynomial of degree n and the symbol x, 

in this case, is called an indeterminate. If 𝑛 = 0, then it becomes constant function, if 𝑛 = 1, 

then it is called polynomial of degree 1 i.e. simple linear function, if 𝑛 = 2, then it is called 

polynomial of degree 2 i.e. quadratic polynomial, etc [12]. 

To study the patterns of fertility, scatter plot of age-specific fertility rates for state Jammu and 

Kashmir has been plotted. The scatter plot that has been fitted for the observed data of both the 

state shows that age-specific fertility rates can be fitted by a polynomial model with respect to 

age. Therefore, keeping in view the nature of data different models that have been used to 

predict the age-specific fertility rates for Jammu and Kashmir shown below: 

Model I: The third degree polynomial with respect “x” 

                                   𝑦 = 𝑎 + 𝑏𝑥 + 𝑐𝑥2 + 𝑑𝑥3                                                                                                                

Model II: The third degree polynomial with respect “(1/x)” 

                            𝑦 = 𝑎 +
𝑏

𝑥
+

𝑐

𝑥2
+

𝑑

𝑥3
                                                                  

Where “y” represents the age-specific fertility rates and “x” is the mid-point of age-interval. 

Here two models have been discussed the Model I have been designed  to explain the fertility 

pattern, in which ASFR acts as dependent variable represented by “y” and the independent 

variable, mid-point of age-interval is represented by “x”. Modification of the model has been 

performed and the reciprocal of mid-point of age-intervals (1/x) instead of “x” has been used. 

Here again “y” acts as the dependent variable and the predictor here is reciprocal of mid-point 

of age-interval (1/x).  

The present study analyzes the fertility behavior of females of Jammu and Kashmir by using 

both the models. The estimation of ASFR, as well as the model fittings for the above discussed 

models, has been obtained with the help of SPSS V.16.0 and MS-Excel 2007.        

2.2 Model Validation   

It is necessary to check the adequacy of the model to know how accurate the model will 

perform. The cross validity prediction power (CVPP) is used to verify the stability of the 

models given by [13] 

𝜌𝑣
2 = 1 −

(𝑛2 − 1)(𝑛 − 2)

𝑛(𝑛 − 𝑝 − 1)(𝑛 − 𝑝 − 2)
(1 − 𝑟2) 

Where “n” is the number of cases, “p” is the number of regressors or predictors and “r” is the 

correlation between observed and predicted values of the dependent variable. 
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2.3 Shrinkage 

To compensate for the subjective effect of further sampling, the standard adjustment is made 

in the coefficient of determination; the shrinkage of the model is given as: 

𝑆ℎ𝑟𝑖𝑛𝑘𝑎𝑔𝑒 = |𝜌𝑣
2 − 𝑟2| 

Where 𝜌𝑣
2 is the cross validity prediction power (CVPP) and r2 is the coefficient of 

determination of the model. Moreover, the stability of r2 of the model is equal to (1-shrinkage). 

2.4 F-Test 

The F-test is applied to check the overall measure of the significance of the model as well as 

the significance of R2. The formula for F-test is given by: 

 

  

 

Where “n” = the number of cases and “p” = the number of parameters to be estimated, and R2 

is the coefficient of determination [14]. 

 

3. Data analysis and interpretation 

3.1 Modeling of ASFR for J&K      

To analyze the fertility pattern of J&K the estimates of ASFR for the females of Jammu and 

Kashmir has been taken from NFHS-4 (2015-16). The highest fertility is found in the age group 

of women (25-29) years in each age-group and the lowest fertility is found in the age group of 

women (45-49) years in each age-group (Table 1).  

 
 

 

 

 

 

 

 

 

 

 

 

Table 1. ASFR of females of J&K (NFHS-4, 2015-16) 

 

 

 

 

 

 

 

 

 
 

 

Source: NFHS-4 (2015-16)                                                         

Figure 1. Graphical representation of ASFR of J&K 
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ASFR slowly increases from 15 years age and attain the peak value in the age-group (25-29) 

years and afterwards it declines sharply and approaches to zero as age of females approaches 

to 50 years (Figure 1).  

3.2 Analysis of data for the state of J&K 

For the given data, Model I which is a third degree polynomial has been fitted to the observed 

data and coefficient of determination was obtained as 0.989. This implies that the Model I 

explain about 98.8% variation of ASFR of the females of Jammu and Kashmir. Also, the 

adjusted coefficient of determination was found to be 0.978 and F-value for the same Model 

was 91.9892. 

The equation of the curve is given by: 

                              𝑦 = −1.441 + 0.149𝑥 − 0.004𝑥2 − 4.27𝐸-05𝑥3                             (1) 

With Adj. R2=0.978 

The scatter plot of curve (1) in which mid-point is shown along x-axis and ASFR along y-axis 

clearly represents that the third degree polynomial fits the data (Figure 2). 

 
Figure 2. Scatter plot between ASFR and mid-point for J&K, NFHS-4 

 

Again we will consider a third degree polynomial, but here instead of variable “x” which is 

defined in Model 1, the reciprocal of the variable “x” i.e. (1/x) is considered. In this model, 

predicting function is a third degree polynomial of inverse of the mid-point of age-group (1/x) 

and the outcome variable is age-specific fertility rate and is shown by “y”. After applying 

Model IV on the data the coefficient of determination comes out to be 0.938 which means that 

Model II explains 93.8% variation of ASFR. Also the adjusted coefficient of determination was 

found to be 0.877 with F-value 15.2928. 

The equation of the curve is given by: 

𝑦 = −0.339 + 17.316 (
1

𝑥
) + 13.012 (

1

𝑥2
) − 316.419 (

1

𝑥3
)                             (2) 

                                                  With Adj. R2=0.877 

The scatter plot of model (2) clearly shows that the inverse third degree polynomial fits the 

data (Figure 3). 

 
Figure 3. Scatter plot between ASFR and inverse mid-point for J&K, NFHS-4 
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The predicted values of ASFR shows that in age-group (25-29) years, highest fertility has been 

obtained by using Model I and if the Model II is used the highest values of ASFR has been 

obtained in the age-group (20-24) years. Also, both the models explain the lowest value of 

ASFR in the age-group (40-44) years.  The ASFR for the age-group (40-44) years is not 

explained if Model II is applied (Table 2). 

   Model I: 

y=a+bx+cx2+dx3 

Model II: 

y=a+(b/x)+(c/x2)+(d/x3) 

Age-

interval 

(in 

years) 

Mid-

Point 

Observed  

ASFR 

Predicted ASFR Predicted ASFR 

15-19 17.5 0.019 0.0185 0.0169 

20-24 22.5 0.113 0.117 0.1264 

25-29 27.5 0.142 0.1325 0.1205 

30-34 32.5 0.09 0.097 0.0885 

35-39 37.5 0.04 0.0426 0.0527 

40-44 42.5 0.007 0.0012 0.0192 

45-49 47.5 0.003 0.0049 _ 

Table 2. Predicted values of ASFR using Model I and Model II for the state of J&K 

 

The observed curve and the curve obtained by applying Model I attain highest peak in the age-

interval (25-29) years. While as the curve obtained by applying Model II attains highest peak 

in the age-interval (20-24) years. The predicted values obtained by Model I are more accurate 

than the values obtained by Model II (Figure 4). 

 

 
Figure 4. Plot of ASFR for J&K and Curve Fitting of Model I and Model II 

 

Models For n p r2 𝝆𝒗
𝟐 Shrinkage 

ASFR 
Model I 7 3 0.9892 0.9382 0.051 

Model II 7 3 0.9386 0.6491 0.2895 

Table 3. Estimated cross validity prediction power (CVPP) 𝝆𝒗
𝟐 and shrinkage of the 

predicted models   

 

 

0

0.05

0.1

0.15

15-19 20-24 25-29 30-34 35-39 40-44 45-49



 
13 

The Philippine Statistician Vol. 69, No. 1 (2020), pp. 08-14 

4. Conclusion 

The findings of the study revealed that both polynomial and inverse polynomial models comes 

out to be significant in J&K state. The model having less shrinkage gives the estimated values 

close to the observed values. Therefore the model with minimum shrinkage is recommended 

to carry out the fertility changes over age of females.   
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