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Abstract 

Prediction and the analysis of data obtained from the stock market both 

plays a significant part in the economy of today. The neural network is one 

of the sophisticated data mining techniques that has been employed by 

academics in a variety of fields over the last several decades. These 

researchers have been looking into a wide range of topics. Linear models 

and non-linear models are two classifications that may be used to the 

many different methods that are employed in forecasting. Deep LSTM 

underpinned the stock market prediction model. This model accurately 

predicts the stock market. This research yielded two stock market 

forecasting improvements. This scenario modifies the deep LSTM 

classifier to predict stock market. The Time series approach is used to 

train the deep LSTM, which approximates hyperparameters using step size 

and sparse gradient factor, that provide significant improvement in the 

prediction. 
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I. Introduction 

Stock markets now a days drives the economy of the world. According to the Efficient 

Market Hypothesis, stock prices reflect current information. The stock market is dynamic 

since it has many stocks and prices vary over time. Stock market forecast involves time-based 

market patterns. Every stock market investor wants to increase profits and reduce risks. Even 

if political events, investor emotions, economic constraints, and other variables impact the 

stock market [1], shareholders value stock market index forecasts [2]. The stock market 

drives economic growth, therefore behaviour study and prediction may help achieve 

economic goals. Thus, stock market prediction requires a trading system including prediction, 

trading policy, and risk analysis components. Trading element creates a group of equities that 

improve return relative to risk [3]. 

Data pertaining to stock markets are organised in time series and also include highly variable 

non-linear data. The data that is collected throughout time periods show distinct activity 

statuses that may be estimated using the passage of time[4]. The accurate forecasting of 

future events relies on a number of well-known phenomena, including data, economic 

activity, climatic indicators, and temporal behaviours. Aside from this, the forecast of the 

stock market is a crucial performance that personal depositors and economic enterprises 

engage in when deciding how to allocate their investments. The stock market is a non-linear 

dynamic and evolving system, however it is difficult to make accurate predictions about the 

stock market[5]. The determination of a potentially profitable rate at which firm shares may 
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be traded on exchange is the primary goal of stock market prediction. Additionally, reliable 

classifications of future stock values have the potential to generate big gain [6]. In general, 

there are three categories of forecast movement: short, medium, and long. These categories 

are as follows: The act of forecasting the time in a matter of minutes, hours, or days within a 

week is referred to as short, whereas the act of predicting the time in a matter of weeks to 

months is referred to as medium. In a similar vein, a prognosis with a time frames of one year 

or longer indicates long term [7]. According to [8], research on the stock market highlights 

two fundamental trading attitudes, which are known as the technical and fundamental 

methodologies [9][10]. Price changes on the stock market may be determined using relative 

data when using a fundamental methodology[11]. 

In addition, fundamentalists rely on numerical information for making predictions about the 

future, such as managerial efficiency, ratios, and profitability [12]. Similarly, in the market 

for technical systems, timing is seen as an essential component, and methodologies based on 

modelling and charting are used in order to forecast developments in volume and price. In 

addition, subsequent persons place a significant amount of weight on previous information 

when making predictions about the future outcome [13]. Because both technology and the 

economy are advancing at a rapid pace, the stock market has become an increasingly 

important component of modern life. 

II. Literature Review 

The three-stage methodology was used to simulate stock market prediction [14]. Using 

Multiple Regression Analysis, financial and economic factors with a greater association were 

identified. The prediction model was created using Differential Evolution-based type-2 Fuzzy 

Clustering. Fuzzy type-2 Neural Network prediction was the last step. This technique has 

significant computational complexity but decreased prediction inaccuracy. 

Predicted the stock market using Interrelated Time Series Data [15], this approach retrieved 

time series data and forecasted stock interrelationship changes. Foreign exchanges, global 

stock market indexes, and oil prices are in the time series. Prediction and interrelation 

discovery stages comprised this prediction approach. 

LDA-Online stock market prediction system [16], a historical stock data training suited the 

learning model. LDA-Online made batch learning online. The LDA-Online technique 

incorporated fresh data in the training set for model fitting. This strategy examined 

forecasting data before the predetermined number of days and indications of the forecasted 

day. It ran faster and computed better. The limited indications and characteristics employed 

for stock market prediction made this strategy inaccurate. 

stock market forecasting via newspapertitles[17], the words were converted into nouns and 

vectorized for skip gramme extraction. The CNN predicted stock market movements after 

vectorization. CNN's feature map forecasted market volatility. This approach had average 

accuracy but failed to assess how stock type affected method performance. 
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Multi-classifier stock market prediction system[18], the approach anticipated the stock 

market using Dow Jones Industrial Average time data. Time series demonstrated that periods 

were not random, making prediction problematic. The Hurst exponent accurately predicted 

the timeframe to overcome this impact. Hurst exponent predictions guided data selection. To 

save time, Hurst exponent-rich time series were employed for prediction. False closest 

neighbour and auto-mutual information were utilised to determine training pattern 

parameters. Decision tree, artificial neural network, and k-nearest neighbour classifiers 

learned patterns. This approach predicted averagely. Stacking ensemble and simple voting 

mechanisms gave this system good predictive correlations. 

Stock market prediction using ANN[19], the stock was predicted using short-term and 

weekday stock prices. The ANN trained to predict. It successfully anticipated the stock 

exchange rate, although calculation was difficult. 

Stock market forecast hybrid ANN models[20], Hamony Search and Genetic Algorithm 

created the hybrid ANN. Hybrid ANN chose significant technical indicators. Hybrid ANN 

assessed hidden layer neurons and input variables. The dataset was first separated into testing 

and training datasets, and then subsets were created from the training dataset to evaluate 

ANN generalization. Overcoming under- and over-fitting, the hybrid ANN technique 

performed well. As the hidden layer increased, this approach took longer, and the transfer 

function and training function influenced ANN quality. This technique fails to remove ANN-

affecting parameters. 

ANFIS, AI, and Swarm Intelligence were used [21] to simulate stock market prediction. 

ANFIS used recurrent technique, wavelet transform, and artificial bee algorithm. This 

approach correctly anticipated the stock market but allocated little memory. 

Deep learning to forecast stock markets[22], Predicting the stock market using financial news 

characteristics. Predictions used the financial emotion dictionary and Fast text. The stock's 

hourly closing price determined the class labels' movement direction. Finally, various LATM 

networks predicted. This approach effectively predicted hourly stock direction. This 

procedure was computationally and time-consuming. 

Ensembled stock market learning approach[23] using DBN and HS algorithms. The HS 

algorithm and DBN were used to identify the hidden layer network, indicators, and structure. 

The hybrid technique prepared datasets for testing and training. The dataset has five training 

subsets for simultaneous reinforcement learning. Finally, the HS algorithm evaluated the 

network structure with minimal mistakes. This strategy enhanced predicting and simplified 

calculation. This approach did not dynamically alter or optimize HS settings. 

Stock market neural network[24], the learning function normalized data. Bipolar, unipolar, 

tan hyperbolic, and Radial Basis Function learning functions predicted. Open price, 

characteristic date, peak price, and low price were used to forecast stock market closing price. 

Backpropagation neural networks with learning functions forecast the stock market. The 

unipolar sigmoid function improved stock market prediction accuracy but not computing 

complexity. 
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Sentiment analysis and machine learning to forecast stock markets[25], Data was pre-

processed for trustworthy prediction analysis. Pre-processing matched the data with stock 

price history. Sentiment then classified the news piece as good or negative. Using the Naive 

Bayes Classifier and lexicon, sentiments were categorised. This approach assessed public 

mood from large-scale news and economic and financial newspapers. However, this strategy 

addressed the association between newspaper readers and investment choices, which was 

unnecessary for stock market prediction. 

Stock Market Prediction model[26], this model uses LSTM and sentiment analysis. This 

stock investing strategy mimicked investors, traders, and analysts. Fundamental study of 

headlines and technical analysis of equities based on numerical data dictated stock market 

behavior. 

III. Proposed Model 

 

a. Dataset: The information comes from India's National Stock Exchange (NSE), and it 

consists of the price histories and trading volumes of the fifty equities that make up the 

NIFTY 50 index. All of the statistics are broken down by day, and the price and trade 

figures are segmented accordingly. cvs files for each stock in addition to a metadata file 

that contains some macro-information on the stocks themselves. The data ranges from 

the first of January in 2000 to the thirty-first of April in 2021. 

 

b. Deep Long short-term memory (LSTM) Model 

The RNN model is further developed into the LSTM neural network. Both LSTM and RNN 

will have a time dimension added to their input data, which has the potential to enhance the 

performance of time series prediction. When compared to RNN, LSTM adds three distinct 

gates—the forget gate, the input gate, and the output gate—in order to tackle the gradient 

disappearance issue. This problem has seen widespread use in the context of time series 

modelling. As a result, we have decided to use it as our final model of prediction. The Long 

Short-Term Memory (LSTM) is made up of many neurons. The forget gate is the initial stop 

for data as it travels through each neuron. The forget gate is responsible for selecting the 

input data that will be ignored so that it does not influence the update performed by the 

subsequent neuron. In the second phase of the process, the input gate makes the decision on 

which kinds of information may be added. The sigmoid function and the tanh function are 

applied to the output of the neuron that came before it and the input of the neuron that is now 

being considered. This causes two outputs to be produced. Next, depending on these two 

outcomes, a determination is made as to which pieces of information need an update. The 

findings will be kept for the output gate in this case. Last but not least, the output gate is 

responsible for deciding which of the results produced in the input gate may really be created. 

The output of one neuron's gate will be sent into the next neuron, and so on and so forth. 
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Figure1. Deep Long short-term memory (LSTM) Model 

IV. Results and Discussion 

A fresh approach to estimating future stock prices is shown here. This technique uses 

Doc2Vec to learn from documents found on financial social media and to extract text feature 

vectors. The dimension of the text vectors is then reduced with the help of SAE in order to 

prevent a significant imbalance between the text characteristics and the financial data. In 

addition, in order to prevent random noise in stock price data from having an effect on the 

prediction model, we utilize the Haar wavelet transform to create denoised stock price 

timeseries data. This helps us avoid the influence that random noise may have. In the end, we 

forecast future stock values by combining the text characteristics with the financial variables 

and using the LSTM model. The suggested technique outperforms previous baseline methods 

in terms of the mean absolute error and root mean square error, according to the findings of 

the experiments. 

 

Figure2. Training results for Deep Long short-term memory (LSTM) Model 
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Figure3. Validation results for Deep Long short-term memory (LSTM) Model 

 

Figure4. Testing results for Deep Long short-term memory (LSTM) Model 

 

Figure5. Final prediction results for Deep Long short-term memory (LSTM) Model 

The standard deviation of the residuals is referred to as the root mean square error (RMSE) 

(prediction errors). The residuals provide a quantitative representation of the degree to which 

the data points deviate from the regression line. The root-mean-square error, abbreviated as 

RMSE, is a measure of how these residuals are distributed. To put it another way, it gives an 

explanation of how the data tend to cluster around the line that provides the best fit. In 

addition to that, it is the square root of MSE. As the RMSE values decrease, the performance 

becomes more favorable. It should be low since it measures more mistakes than the other 

metrics do, therefore it can't be very accurate. If the model has a score of RMSE that is more 
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than 0.5, it shows that the model is not very good at accurately forecasting the data. When the 

RMSE score is between 0.5 and 0.3, the model will make more accurate projections of the 

upcoming data. 

 

Figure6. Confusion Matrix for DLSTM Model 

The mean absolute error (MEA), which does not take into consideration the direction of a 

mistake, is a measurement that determines the typical magnitude of errors across a set of 

forecasts. When determining the average absolute difference between the forecast and the 

actual observation, the weight that is given to each individual difference in the calculation is 

the same. The most important thing that it does is determine the difference between the actual 

values and the anticipated values. Let's assume that the MEA value is 5, and that the actual 

value is 20, whereas the projected value is 25. On the other hand, MAE does not penalize 

incorrect predictions. 

 

Figure7. Result Parameters for DLSTM Model 

V. Conclusion: 

The modelling of the sampling process, which was a difficult topic in stock market 

prediction, was the most important contribution that we made. The process of picking the 

testing and training datasets was another difficult challenge. When developing the model that 
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is used to forecast what would happen in the stock market, the Deep LSTM algorithm was 

employed as the basis for the construction of the model. The forecasts that this model has 

made on the stock market have shown to be rather accurate. As a direct outcome of this 

research, two innovative approaches that make accurate forecasts of the stock market have 

been established. In this case, the deep LSTM classifier is altered so that it can make accurate 

predictions about the stock market. In addition, the deep LSTM is trained by using the deep 

LSTM approach that is given, with the efficiency of adaptive learning rates, and it employs 

step size and sparse gradient factor in order to estimate hyperparameters. The deep LSTM 

algorithm proved successful in achieving this goal. By making use of the projections that 

have been made about the stock market, investors may increase their capacity to make 

judgements regarding investments in stocks that are right for them. 

References: 

[1]  Q. Li and W. Shi, "Research in financial risk prediction on biochemical industry of 

China listed companies," 2012 International Conference on Management Science & 

Engineering 19th Annual Conference Proceedings, 2012, pp. 1517-1521, doi: 

10.1109/ICMSE.2012.6414374. 

[2]  E. Zhao, S. Jiang, D. Luo, Y. Bao and Z. Han, "Scaling Behavior of Time Series and an 

Empirical Indication to Financial Prediction," 2011 10th IEEE/ACIS International 

Conference on Computer and Information Science, 2011, pp. 126-131, doi: 

10.1109/ICIS.2011.28. 

[3]  Chien-Hui Yang et al., "Constructing financial distress prediction model using group 

method of data handling technique," 2009 International Conference on Machine 

Learning and Cybernetics, 2009, pp. 2897-2902, doi: 10.1109/ICMLC.2009.5212590. 

[4]  G. J. Sawale and M. K. Rawat, "Stock Market Prediction using Sentiment Analysis and 

Machine Learning Approach," 2022 4th International Conference on Smart Systems and 

Inventive Technology (ICSSIT), 2022, pp. 1-6, doi: 

10.1109/ICSSIT53264.2022.9716326. 

[5]  G. Ranibaran, M. -S. Moin, S. H. Alizadeh and A. Koochari, "Analyzing effect of news 

polarity on stock market prediction: a machine learning approach," 2021 12th 

International Conference on Information and Knowledge Technology (IKT), 2021, pp. 

102-106, doi: 10.1109/IKT54664.2021.9685403. 

[6]  A.R. Fonseca et al., "Testing the Application of Support Vector Machine (SVM) to 

Technical Trading Rules," 2021 IEEE International Systems Conference (SysCon), 2021, 

pp. 1-8, doi: 10.1109/SysCon48628.2021.9447068. 

[7]  B. Panwar, G. Dhuriya, P. Johri, S. Singh Yadav and N. Gaur, "Stock Market Prediction 

Using Linear Regression and SVM," 2021 International Conference on Advance 

Computing and Innovative Technologies in Engineering (ICACITE), 2021, pp. 629-631, 

doi: 10.1109/ICACITE51222.2021.9404733. 

[8]  S. Vazirani, A. Sharma and P. Sharma, "Analysis of various machine learning algorithm 

and hybrid model for stock market prediction using python," 2020 International 

Conference on Smart Technologies in Computing, Electrical and Electronics 

(ICSTCEE), 2020, pp. 203-207, doi: 10.1109/ICSTCEE49637.2020.9276859. 

http://philstat.org.ph/


Vol. 71 No. 4 (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

7737 

[9]  L. K. Shrivastav and R. Kumar, "An Empirical Analysis of Stock Market Price 

Prediction using ARIMA and SVM," 2019 6th International Conference on Computing 

for Sustainable Global Development (INDIACom), 2019, pp. 173-178. 

[10]  J. Park, K. Ma and H. Leung, "Prediction of Stock Prices with Sentiment Fusion and 

SVM Granger Causality," 2019 IEEE Intl Conf on Dependable, Autonomic and Secure 

Computing, Intl Conf on Pervasive Intelligence and Computing, Intl Conf on Cloud and 

Big Data Computing, Intl Conf on Cyber Science and Technology Congress 

(DASC/PiCom/CBDCom/CyberSciTech), 2019, pp. 207-214, doi: 

10.1109/DASC/PiCom/CBDCom/CyberSciTech.2019.00046. 

[11]  I.Kumar, K. Dogra, C. Utreja and P. Yadav, "A Comparative Study of Supervised 

Machine Learning Algorithms for Stock Market Trend Prediction," 2018 Second 

International Conference on Inventive Communication and Computational Technologies 

(ICICCT), 2018, pp. 1003-1007, doi: 10.1109/ICICCT.2018.8473214. 

[12]  Y. Yujun, Y. Yimei and L. Jianping, "Research on financial time series forecasting based 

on SVM," 2016 13th International Computer Conference on Wavelet Active Media 

Technology and Information Processing (ICCWAMTIP), 2016, pp. 346-349, doi: 

10.1109/ICCWAMTIP.2016.8079870. 

[13]  K. N. Devi, V. M. Bhaskaran and G. P. Kumar, "Cuckoo optimized SVM for stock 

market prediction," 2015 International Conference on Innovations in Information, 

Embedded and Communication Systems (ICIIECS), 2015, pp. 1-5, doi: 

10.1109/ICIIECS.2015.7192906. 

[14]  D. Wang, X. Liu and M. Wang, "A DT-SVM Strategy for Stock Futures Prediction with 

Big Data," 2013 IEEE 16th International Conference on Computational Science and 

Engineering, 2013, pp. 1005-1012, doi: 10.1109/CSE.2013.147. 

[15]  M. S. Roobini, K. Babu, J. Joseph and G. Ieshwarya., "Predicting Stock Price using Data 

science technique," 2022 Second International Conference on Artificial Intelligence and 

Smart Energy (ICAIS), 2022, pp. 1013-1020, doi: 10.1109/ICAIS53314.2022.9742772. 

[16]  R. Sable, S. Goel and P. Chatterjee, "Empirical Study on Stock Market Prediction Using 

Machine Learning," 2019 International Conference on Advances in Computing, 

Communication and Control (ICAC3), 2019, pp. 1-5, doi: 

10.1109/ICAC347590.2019.9036786. 

[17]  Y. Alsubaie, K. E. Hindi and H. Alsalman, "Cost-Sensitive Prediction of Stock Price 

Direction: Selection of Technical Indicators," in IEEE Access, vol. 7, pp. 146876-

146892, 2019, doi: 10.1109/ACCESS.2019.2945907. 

[18]  D. Soni, S. Agarwal, T. Agarwel, P. Arora and K. Gupta, "Optimised Prediction Model 

for Stock Market Trend Analysis," 2018 Eleventh International Conference on 

Contemporary Computing (IC3), 2018, pp. 1-3, doi: 10.1109/IC3.2018.8530457. 

[19]  I.Kumar, K. Dogra, C. Utreja and P. Yadav, "A Comparative Study of Supervised 

Machine Learning Algorithms for Stock Market Trend Prediction," 2018 Second 

International Conference on Inventive Communication and Computational Technologies 

(ICICCT), 2018, pp. 1003-1007, doi: 10.1109/ICICCT.2018.8473214. 

http://philstat.org.ph/


Vol. 71 No. 4 (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

7738 

[20]  M. Ghanavati, R. K. Wong, F. Chen, Y. Wang and S. Fong, "A Generic Service 

Framework for Stock Market Prediction," 2016 IEEE International Conference on 

Services Computing (SCC), 2016, pp. 283-290, doi: 10.1109/SCC.2016.44. 

[21]  T. Manimegalai, J. Manju, M. M. Rubiston, B. Vidhyashree and R. T. Prabu, "Prediction 

of OPTIMIZED Stock Market Trends using Hybrid Approach Based on KNN and 

Bagging Classifier (KNNB)," 2022 IEEE 11th International Conference on 

Communication Systems and Network Technologies (CSNT), 2022, pp. 257-262, doi: 

10.1109/CSNT54456.2022.9787638. 

[22]  R. S. Latha et al., "Stock Movement Prediction using KNN Machine Learning 

Algorithm," 2022 International Conference on Computer Communication and 

Informatics (ICCCI), 2022, pp. 1-5, doi: 10.1109/ICCCI54379.2022.9740781. 

[23]  T. S, A. Pai, M. S. S. T. Y, T. Y. Sai and V. S. K. Reddy, "A Digital Assistant for Stock 

Market Prediction," 2021 Fifth International Conference on I-SMAC (IoT in Social, 

Mobile, Analytics and Cloud) (I-SMAC), 2021, pp. 683-692, doi: 10.1109/I-

SMAC52330.2021.9640981. 

[24]  S. Vazirani, A. Sharma and P. Sharma, "Analysis of various machine learning algorithm 

and hybrid model for stock market prediction using python," 2020 International 

Conference on Smart Technologies in Computing, Electrical and Electronics 

(ICSTCEE), 2020, pp. 203-207, doi: 10.1109/ICSTCEE49637.2020.9276859. 

[25]  I.Kumar, K. Dogra, C. Utreja and P. Yadav, "A Comparative Study of Supervised 

Machine Learning Algorithms for Stock Market Trend Prediction," 2018 Second 

International Conference on Inventive Communication and Computational Technologies 

(ICICCT), 2018, pp. 1003-1007, doi: 10.1109/ICICCT.2018.8473214. 

[26]  D. Venkataraman, N. Vinay, T. V. V. Vardhan, S. P. Boppudi, R. Y. Reddy and P. 

Balasubramanian, "Yarn price prediction using advanced analytics model," 2016 IEEE 

International Conference on Computational Intelligence and Computing Research 

(ICCIC), 2016, pp. 1-8, doi: 10.1109/ICCIC.2016.7919720. 

[27]  K. Golmohammadi, O. R. Zaiane and D. Díaz, "Detecting stock market manipulation 

using supervised learning algorithms," 2014 International Conference on Data Science 

and Advanced Analytics (DSAA), 2014, pp. 435-441, doi: 

10.1109/DSAA.2014.7058109. 

[28]  J. -R. Riba Ruiz, T. Canals and R. Cantero Gomez, "Comparative Study of Multivariate 

Methods to Identify Paper Finishes Using Infrared Spectroscopy," in IEEE Transactions 

on Instrumentation and Measurement, vol. 61, no. 4, pp. 1029-1036, April 2012, doi: 

10.1109/TIM.2011.2173048. 

 

http://philstat.org.ph/

