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Abstract 

Artificial intelligence (AI) is the discipline of information technology and 

science that creates robots and software that have human-like intelligence. 

Artificial intelligence appears to be the most viable avenue to more efficient 

civil engineering techniques. When testing is not possible, AI may be 

effectively deployed as a game changer in the field of structural engineering 

to establish engineering design parameters. Despite AI's great range of 

adaptability, it can never, at least in the near future, be deemed to eternally 

replace human participation since it can never account for the logic that is 

solely human in possession. On the contrary, the core of it is to be a 

touchstone to aid and help structural engineers increase their workflow. 

Modern AI systems' complicated and deep-learning algorithms give 

obvious platforms to developers and are something that should be invested 

in. 

Key words: Structural engineering, artificial intelligence, machine 

learning, pattern recognition, deep learning, and structural maintenance are 

some key terms. 

 

 

Introduction 

Artificial intelligence is defined as "the scientific and engineering discipline concerned with 

the computational sympathetic of what is often denoted to as intelligent behaviour, as well as 

the creation of systems displaying such behaviour". The term "AI" was coined in 1956 during 

a conference held at Dartmouth College. It is a computer technology that attempts to imitate 

human cognition capability using symbol manipulation and symbolically organised knowledge 

bases in order to tackle engineering issues that defy traditional solutions. AI and machine 

intelligence are terms that are used interchangeably. Machine intelligence refers to machines 

that exhibit human-like intellect and reasoning, whereas AI refers to a machine's ability to 

learn. to emulate human cognitive capabilities in order to do tasks intelligently. The evolution 

of AI techniques may be split into five stages: the incubation era (before 1956), the formation 

period (1956-1970), the dark period (1966-1974), the knowledge application period (1970-

1988), and the integrated development period (1970-1988). (1986-present).  

 

Artificial Intelligence Development 

John McCarthy coined the phrase Artificial Intelligence. He characterised it in terms of how 

symbols mechanically affected the process of human thought. There are two sorts of machine 

intelligence: hard computing methods and soft computing approaches. Binary logic, crisp 

systems, and numerical analysis are the foundations of hard computing. This needs a properly 
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specified analytical model capable of generating exact results. Soft computing, as contrast to 

hard computing, can deal with ambiguous and noisy data, includes stochastic information, and 

allows for parallel calculations. Neural networks, evolutionary algorithms, probabilistic 

reasoning, and fuzzy logic are the key components of soft computing. Artificial Neural 

Networks are used in civil engineering to design, plan, build, and manage infrastructure such 

as highways, bridges, airports, trains, buildings, and dams, as well as to anticipate tender bids, 

construction costs, and construction budget performance. AI also has a role in project cash 

flow, maintenance construction needs, and labour productivity.  

Adaptive neuro-fuzzy inference systems were useful for modelling complex systems with 

known input-output data sets, particularly to analyse the behaviour of cement-based materials 

subjected to single, dual, or multiple damage causes. The approach enables construction 

planners to design and assess optimal construction schedule plans that save project time and 

expense. 

Machine learning is an area of artificial intelligence that is used to create a model to understand 

trends, concentrating on prediction based on known attributes learnt through training data. 

Deep learning is a technology that focuses on learning data representations and features. It's 

also important to differentiate AI from data science and big data. Data mining is a 

multidisciplinary subject that focuses on discovering significant insights and patterns in a data 

set. It also focuses on discovering undiscovered qualities in an area where there is insufficient 

understanding. Large or complicated data sets that are challenging to express using traditional 

data processing techniques are referred to as big data [Fig 1]. 

 

Identification of the Structural System 

Structural System Identification (SSI) is a technique for developing a mathematical model of 

a structural system using a collection of input-output measurements generated by dynamic 

time series signals. 

 

 

 
Figure 1 intelligence strategies and their relationships. 

 

Jiang et al. developed a fuzzy stochastic neural network model for nonparametric identification 

of civil structures utilising a nonlinear autoregressive moving average with exogenous inputs 

model by combining two computational intelligence approaches, namely fuzzy logic and neural 

networks. A 1:20 scaled model of a 38-story concrete skyscraper and a benchmark 4-story 2 x 
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2 bay 3D steel frame were used to validate the suggested concept. Amezquita Sanchez et al 

introduced a new method for calculating the natural frequencies and damping ratios of large 

structures using adroit integration of multiple signal classification. This method was applied to 

a 123-story super high-rise building structure, the Lotte World Tower, which is the tallest 

building in Korea, to calculate the natural frequencies and damping ratios. He also found that 

this method could accurately determine the natural frequencies and damping ratios of massive 

civil constructions. 

 

Monitoring of Structural Health (SHM) 

Structural Health Monitoring (SHM) is a hot topic in structural engineering research. It is 

classified into two types: image-based SHM that uses computer vision technology and 

vibration signal-based SHM that uses data gathered during dynamic events. There are two 

general techniques to vibration signal-based SHM: parametric system identification (modal 

parameters identification) and non-parametric system identification. Both varieties of SHM 

have extensively employed ML techniques. 

 

 
Figure 2. Machine learning and deep learning are seen in  

Deep learning methods, such as Convolutional Neural Networks (CNNs), have been used to 

extract features automatically in SHM. To avoid exhaustive checks between features and 

classifiers, these approaches execute feature extraction and classification in a single phase 

A substantial quantity of data from healthy and damaged buildings is required for efficient 

training of supervised ML techniques. Unsupervised ML-based approaches have recently been 

developed to circumvent this restriction since they do not require labelling the training data 

from distinct damage scenarios. A comparison of the classification performance of three 

machine learning algorithms, SVM, K-Nearest Neighbor, and CNN, for evaluating the health 

state of two simulated four- and eight-story building structures subjected to earthquakes was 

conducted by Ibrahim et al. They found that CNN beat SVM and KNN in terms of damage 

detection accuracy. 

 

Structure Ibration Control 

Vibration responses are caused by dynamic loadings such as traffic, wind, and seismic activity, 

which can compromise the structural integrity. Active control systems, semi-active control 

systems, passive control systems, and hybrid control systems are the four types of vibration 

control systems. Computational intelligence techniques such as neural networks, fuzzy logic 
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systems, and evolutionary algorithms, as well as their combination, have aided in the 

development of adaptive/intelligent control algorithms. This technique is unusual in that 

structural identification and control are conducted concurrently, making it more adaptable and 

suited for real-world structures. 

It has been discovered that neural network and fuzzy logic-based approaches are the most 

widely used methodologies, and that their combination produces the most powerful outcomes. 

The capacity to deal with non-linear features of various dynamic systems may be obtained via 

the use of neural networks, and the information uncertainty with real-world situations can be 

dealt with through the use of a fuzzy logic method.  

 

Artificial Intelligence As A Modeling Tool 

The neuronal cells of the human brain are mimicked by an artificial neural network. They can 

give fresh directions in addressing natural challenges while being a significantly reduced 

version of the human brain. ANN can learn from experience without prior understanding of a 

task and generalise it when provided with previously unknown data.  

Artificial Neural Networks are characterised as "a massively parallel distributed processor 

made up of basic processing units, which has a natural predisposition for accumulating 

experimental information and making it available for application". 

The neural networks contain processing units known as "neurons," and the connections have a 

"weight" parameter that indicates the relevance of the link between the neurons. The neural 

networks' information is stored in synaptic weights. A learning technique known as error back 

- propagation is responsible for the constant update of synaptic weights. 

ANN also serves as a universal function approximator since it can learn complicated, nonlinear, 

and unknown relationships between dependent and independent variables. 

As a result, in the discipline of Civil Engineering, it may be used to solve a wide range of issues 

and phenomena. Despite its many benefits, the ANN has a number of drawbacks. They are 

ineffective for initial weight selection and inadequate for long-term forecasting. 

 

Algorithm For Neural Dynamic Classification 

NDC is a novel supervised classification method that was designed with the purpose of 

discovering the most effective feature spaces and determining the optimum number of features 

necessary for accurate classification. 

By utilising a novel feature space with huge margins between clusters and close closeness of 

the transformation functions, this is capable of tackling exceedingly intricate classification 

issues. NDC was successfully used to design an earthquake warning system as well as to 

identify deterioration in high-rise building structures.  

 

Conclusion 

The ability of ANN to generate massive amounts of historical data may be combined with the 

large data handling capacity of current computers. With adequate accuracy, ANN can represent 

any functional connection. It is worthwhile to investigate machine learning techniques and their 

applications in civil and structural engineering. An ANN-based material model aids in 

describing and deriving complicated, uncertain, and non-linear functional connections. This 

simplifies decision making, saves time, and allows for reasonable and accurate results. 
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