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Abstract 

Universities must have a way to pick students who will do well in 

school based on objective criteria used in the admissions process. 

This study looks at how data mining tools can help colleges decide 

who to let in by making it easier to predict how well students will do 

once they are there. From 2016 to 2019, 2,039 students at a Saudi 

state university's Computer Science and Information College were 

used to test the new method. outcomes show that prospective 

students' early success in college can be predicted by looking at data 

collected before they are admitted like average grade points 

percentage etc. outcomes also show that a student's score on the 

probabilistic test is the best predictor of how well they will do in the 

future. Because of this, this score needs to be given more weight 

during the selection process.Sometimes the ANN method was more 

accurate (by more than 79%) than the other ways we looked at to 

group things. 

Key words- Decision Trees, Support Vector Machines, and Naive 

Bayes. 

 

 

I. INTRODUCTION 

Today, getting into any university or college is hard, but getting into schools of computer 

science and engineering is even harder. Universities should set up admissions systems that 

are based on valid and reliable criteria so that they can choose students who have the best 

chance of doing well in their programmes. Also, before letting someone in, each university 

should use the most advanced ways to predict how well they will do in school. This would 

help policymakers at schools come up with good standards for who can get in.All most all the 

educational institution face the difficulty to handle the huge students database. This is 

because they only use traditional statistical methods and don't use new, highly predictive 
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methods like (EDM) Educational Data Mining, which is the industry standard for evaluating 

and predicting how well students will do. 

Educators use a method called "educational data mining" to predict how well their students 

will do in school (EDM). Better data makes it easier to plan ways to help students do better in 

school. The goal of this research is to help colleges make better decisions about who to let in 

by various techniques to handle the data to predict an applicant's academic performance 

better before letting them in. 

Applications include improving the learning experience, making it easier for students to 

finish courses successfully, helping students choose courses, and making profiles of students. 

1.2 Predicting how students will do: 

 Categorization is the most common assignment used to predict how well a student will do. 

There are two main ways to predict a student's success: characteristics and prediction 

algorithms. According to research in, professors use students' cumulative grade point 

averages more than any other measure to figure out how well they are doing in school. This 

tool has been used in a lot of studies. 

Other things that researchers often use to predict how well a student will do in college are 

tests, MCQ, CLA, and assessment grades.. Extracurricular activities, student demographics, 

and the web of friendships between students are just some of the things that are looked at. 

1.3 Motivation 

This work adds to the body of literature in more than one way. To do this, we first use 

techniques for data mining categorization to make four models that use applicants pre-

admission poles to predict how well they will do in their early classes. Quiz scores, internal 

exam results, extracurricular activities, student demographics, cumulative GPA, and social 

network interactions are all examples of data that can be found in these different roles and are 

often used to predict a student's success in higher education. However, pre-admission test 

scores and other indicators of how well a student will do are rarely used in the process of 

admissions. We also figure out which of our strategies for grouping students is best at 

predicting their success, as measured by F1-Measuremetrics and other tools. 

Most universities find it hard to figure out how students will do by looking at huge 

educational databases. This is because they only use old-fashioned statistical methods to 

make their predictions instead of more modern methods. 

In order to choose students who will do well in school, it is important to have the criteria to 

validate the admission process. This is the main point of this article. 

1.6 Scope of Project: 

The goal of this research is to help universities make better decisions about who to let in by 

figuring out how smart potential students are. As ways to make predictions, people came up 

with and built an ANN, a Decision Tree, a Support Vector Machine (SVM), and a Naive 
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Bayes model. For this study, PNU, one of the largest universities in KSA, gave a dataset of 

2,039 student records. The ways things are done are not unique to any one type of university. 

II.What It Adds to What We Know 

ML algorithms have mostly been used in the past to predict how well students will do in 

school, but they have rarely been used to solve classification problems. The results of this 

study help make things work better. Our problem statement is based on nature, and the four 

models we've looked at help us figure out how to measure evaluation metrics. This study has 

a big impact on how things turn out for students. 

PROPOSED SYSTEM 

To answer the first research question, we used a model built with the Linear Regression 

method. This method is often used to figure out how a set of independent variables (the 

predictors) are related to a set of dependent variables (i.e., response). We used the model to 

see how the HSGA, SAAT, and GAT related to the CGPA after the first two semesters of 

college. The linear relationship between each admission criterion and the CGPA was 

described using the correlation coefficient, which is typically employed in statistics to 

quantify the strength and direction of linear relationships between two variables. In order to 

calculate the impact of each entrance requirement on the students' first-year GPA, we also 

used the coefficient of determination. 

3.1.1 Algorithms 

3.1.1 SVM  

Both classification and regression issues can be resolved using the supervised machine 

learning technique known as the Support Vector Machine (SVM). However, its principal 

application is for categorization issues. The value of each feature is represented by the value 

of a certain coordinate, and each piece of data is represented by a point in an n-dimensional 

space (where n is the number of features). Finding the hyper-plane that splits the data into 

two categories most effectively is the next stage in classifying the data. 

 

Fig.1. SVM classifier segregates the two classes (hyper-plane/ line). 
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The points where each observation was made are called "support vectors." The support vector 

machine (SVM) classifier is the best way to separate the two groups (hyperplane and line). 

Naive Bayes classifiers (3.1.2) are a type of classification algorithm that can be used for 

problems with two classes or more. It is easiest to explain a method by using binary or 

categorical input values. 

This method is often called "naive Bayes" or "stupid Bayes" because the probabilities for 

each hypothesis are made simple so that they can be calculated. P(d1, d2, d3|h) is calculated 

as P(d1|h) * P(d2|H), since it is expected that the attribute values are conditionally 

independent given the goal value. 

With real data, this is a very unlikely assumption to make, since the attributes are likely to 

affect each other. But even if this assumption is wrong, the method still works in surprising 

ways. 

The Random Forests Algorithm: 

It is a key part of modern machine learning algorithms and is popular in the field of 

supervised learning. It can be used in ML to help with Classification and Regression. It uses 

ensemble learning, which is when different classifiers are mixed together to solve a hard 

problem and make the model more accurate. 

It's a classifier that, as its name implies, averages the outcomes of numerous decision trees 

used to analyse various subsets of the supplied dataset in order to increase the precision of the 

predictions made using the dataset. The output of a random forest is predicted by a 

combination of smaller trees, not by a single large decision tree. 

3.1.3 Methodology Decision Trees as a reference 

By going from the decision tree's root node to one of its leaf nodes, which contains the group, 

objects are organised into groups. To categorise an instance, you must first examine the 

attribute displayed by the tree's root node and then proceed along the branch based on the 

attribute's value. The offspring tree, whose root is now at the new node, goes through this 

process once more. 

3.1.4 Network of Neurons (ANN) Artificial: 

Neural networks are a type of parallel computer that can simulate how the human brain 

works. The main goal is to make a system that can do a variety of computer tasks faster than 

what is currently possible. In this course, the main ideas and terms of Artificial Neural 

Networks are explained. In this course, you will also learn a lot about the training algorithm 

and network design of the different types of networks used in ANN. 

Every neuron has something called a "activation signal" that tells it how to react to something 

outside of itself. Once the input signals and the activation rule have been put together, the 

output signals can be sent to other devices. 

3.1.5 SDLC (Software Development Life Cycle) (Software Development Life Cycle) 
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An SDLC is sometimes used to describe the process of making software. The phases of the 

Software Development Life Cycle are a way to keep track of the whole process of making 

and maintaining software. 

The Software Development Life Cycle (SDLC) is a set of steps for making or improving 

software. Each step is carefully planned and carried out. 

Software Development Life Cycle Payoffs 

The goal of any SDLC process is to make it easier to make a product that meets or exceeds 

all of the above criteria, stays within budget, and meets or beats all of the deadlines. The 

SDLC is a plan for how to use and get rid of legacy software once an application has been 

made. Most of the time, the SDLC process is made up of the following steps: Analysis 

(requirements and design), development, testing, deployment, and maintenance are all parts 

of the process (response). Using the cloud-based technology that Veracode offers, automated 

security testing can be added to the SDLC process. 

In the first step, called "requirements gathering," we make a complete list of the client's 

needs. This list includes questions like, "What inputs and outputs does the client need?" 

During the second stage, "Analysis," we make a document called the "High Level Design 

Document" based on what the client wants. The document has sections called "Abstract," 

"Functional Requirements," "Non-Functional Requirements," "Existing System," "Proposed 

System," and "Design." 

Since it's hard for everyone to understand the High Level Design Document, we made a 

"Low Level Design Document" to make it easier to understand. This work was made with the 

help of UML (Unified Modeling Language). There is a use case, a sequence, and cooperation. 

In the fourth stage, which is called "coding," code is made in small pieces called "modules." 

After all the modules have been built, we put them all together. 

During testing, we make sure that all of the client's needs have been met. In any case, we're 

growing and changing again. 

In the sixth and final stage, implementation, we make sure that all of the client's needs have 

been met before moving on with the project. That is, the programme has to be put on a server. 

After the programme is released, we will be available to fix any client-side problems that 

come up so that you can keep using it without interruption. 
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Fig.2. Architecture 

IV. Implementation And Outcome 

4.1 Regarding the Data Students from PNU's CCIS were used in this study because 

enrollment data was accessible. However, there is no one type of university that does things 

in a particular way. The data was obtained from the Admitted and Registration Deanship's 

electronic academic database. The Institutional Review Board at Penn State granted the 

ethical approval (Number 19-0152). PNU, the largest college for women in the world, is the 

sole public university for women in the Kingdom of Saudi Arabia. More than 50,000 

students, as well as more than 5,000 academic and staff members, are housed on the 32 

million-square-foot campus. The CCIS was established in 2007 to address the rising demand 

for higher education in computer science and technology among women in Saudi Arabia. 

Computer science, information systems, and IT make up CCIS. The three departments of 

CCIS each have four years to complete their prerequisites. There are two semesters in a year. 

In the first part of this research, we gathered information from 902 students in 2016–2017 and 

667 students in 2017–2018 from all three departments. All of the Saudi women who took part 

in this study were (the central region of the Kingdom of Saudi Arabia). Also, the government 

gives all college students money every month so they don't have to work while they're in 

school. Students from both groups were mostly accepted based on three entrance 

requirements: the HSGA, the SAAT, and the GAT, with 60%, 20%, and 20% of the weight 

given to each, respectively. 

In line with what was found and suggested in the first part of this study, PNU has given the 

SAAT score a bigger role as an admissions factor. This is to help predict student success 

better. A new weighting system has been put in place, giving 30% to HSGA, 40% to SAAT, 

and 30% to GAT. 

Second, we looked at 470 student records from the 2018-2019 school year, when the new 

weightings were used to decide who was accepted. There were things going on in other 

student groups that were similar to what was found in the first part of the investigation. We 

used this set of data to compare the cumulative grade point averages of new students to those 

of new students who were admitted under the old weighting scheme. 
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A Look at Some Ways to Measure Success 4.2 

These ideas can be used to figure out how well data mining models work: 

How accurate are predictions of good things happening? The Real Success Rate (TP). 

The rate of wrongly positive results is called the False Positive Rate (FP). 

This is shown by the True Negative Rate (TN), which is the percentage of times a negative 

outcome was correctly predicted. 

• False Negative Rate (FN): The number of times a wrong negative prediction is made. 

The accuracy is found by dividing the number of correctly predicted values (TP + TN) by the 

total number of values (TP + TN + FP + FN). 

We call it "recall" when we can accurately predict that something good will happen. 

Accuracy is measured by the ratio of true positives to true positives plus false positives. 

SpreadsheetPiece(TP + FP) 

The F1-Measure puts the most weight on how well a classifier does with common categories. 

It also shows how well recall and precision are balanced (2 Recall Precision/(Recall + 

Precision)). 

Outcomes Expected in Section 4.3: The methods described in this work were put into action 

using base classifiers like Random Forest, SVM, Logistic Regression, and KNN. The results 

of the base classifier's predictions will be fed into the ensemble classifier, which will then be 

used to make more accurate predictions about current and future classes.

In above diagram click on ‘Upload UCLA Students Dataset’ button to upload dataset 

In above diagram I am uploading ‘dataset.txt’’ as student dataset. After uploading will get 

below diagram 

 

Fig.3. records converted to feature 
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In above diagram we can see all records converted to feature vector and in above diagram in 

first 3 lines we can see from above matrix application using 61 records to train machine 

learning model and 16 records to test accuracy or to calculate Mean Square Error of 

classifier. If algorithm prediction result is high then accuracy will be more and Mean Square 

Error (MSE) will be less. Now we got matrix and data to train and test classifier. Now click 

on ‘Run SVM Algorithm’ to train SVM classifier and to get it accuracy and MSE value 

In above diagram uploading new student records as test file and below are the prediction 

results 

 

Fig.4.student performance in current subjects 

The student grades for ongoing courses are shown in square brackets in the above diagram. 

These grades are transformed to matrix factorization and then used with the EPP train model 

to forecast whether a student's GPA would be low or high. After each test record is shown in 

the diagram above, the anticipated result value is shown. Click now on “Mean Square Error 

Graph’ button to get below graph 

 

Fig.5. algorithm name, MSE 

X- axis  in the graph above reflects algorithm name, while Y- axis  is MSE (mean square 

error). The proposed algorithm has a lower MSE error and higher accuracy when compared 

to existing algorithms, as seen in the following graph. We can deduce from the following 

graph that the proposed EPP performs better in terms of prediction compared to other 

algorithms. 
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Extension Outcomes: 

In this project in propose work we were predicting student performance as HIGH or LOW 

but not predicting based on performance which future course is suitable for him. So in 

extension work we changed dataset and algorithms prediction to predict not only student 

performance grade but also predict future suitable courses for him based on past performance. 

 

Fig.19. student performance data 

Below the arrow symbol in the preceding diagram, we can see the expected performance of 

the student as HIGH or LOW, along with a suggested or recommended next course. 

Therefore, students can not only anticipate their grades but also plan their academic careers 

with the help of extension activities. 

CONCLUSION 

The purpose of this research is to help universities improve their admissions processes by 

forecasting students' future academic success. Artificial Neural Networks (ANNs), Decision 

Trees, Support Vector Machines (SVMs), and Naive Bayes were used to propose and create 

four different types of prediction models. One of the largest universities in KSA, PNU, 

provided a dataset consisting of 2,039 student records for this study. However, the 

approaches taken are not specific to any particular type of university. The results of the study 

provide credence to the usefulness of predictive modelling in universities, where it may be 

used by decision-makers to better use the limited resources available to them. In addition, the 

findings demonstrate that, with adequate pre-admission data, a high-performance model to 

predict students' early performance may be built. It was found that the ANN model achieved 

an accuracy of about 79.22 percent in this study. Furthermore, this study demonstrates that 

the ANN technique surpasses the others in accuracy and precision metrics, while the Decision 

Tree technique outperforms the others in recall and F1-Measure. Results were poorest for 

Naive Bayes. According to the results of this research, SAAT score is the entrance criterion 

that best predicts future academic achievement; as a result, it should be given greater weight. 

The admissions committee at PNU, where the research was done, considered the advice and 

chose to change the weights of the three entrance factors specified in the study, giving more 

weight to the student's performance on the Scholastic Aptitude Test (SAT). 
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This study compares the cumulative grade point averages of first-year PNU students who 

were admitted under the former admissions weighted scheme with those who were admitted 

under the new system. After implementing the revised entrance weighted system, 31% more 

students earned an excellent or very good grade point average in their first year, while 18% 

fewer students earned a grade of "acceptable" or "poor." 
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