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Abstract 

In the traditional Sanskrit education system it is considered to be an essential 

and integral part of learning the grammar is to understand and memorise the 

complete Amar Kosha. In Sanskrit literary corpus the Kosha Granthas (the 

written record of the Sanskrit vocabulary) there are many available scripts. 

Among them Amar Kosha and Halayudha Kosha hold eminent positions. This 

paper focuses on the construction of a recurrent neural network(RNN) taking the 

Amar Kosha into consideration to classify the words recorded in it with respect 

to four prime attributes of the words, viz. the Varga(type), Linga(gender), Antya 

varna(the ending phoneme of the word) and the paryayavachi (synonyms). 

Among various schools of grammar of Sanskrit language, the Aindra tradition is 

the one which dictates a language model on the basis of the morphological 

structure of the words. It has been observed that Panini’s artificial language 

machine (a model of the Shaiva school of Sanskrit grammar) includes a set of 

metarule that can reconstruct the lost tradition of Aindra grammar. But in order 

to implement the set, the words should be modelled in such a way that it can 

provide a well-defined mathematical model. This work provides the platform 

with the implementation of RNN on Amar Kosha on which Panini’s word 

making rules can be easily implemented in order to reconstruct the Aindra 

School of Sanskrit Grammar. 

 

Keywords: Sanskrit, Natural Language Processing, Language Model, Recurrent 

Neural Network, Panini. 
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Introduction: 

The schools of Sanskrit grammar have focused on different aspects of grammar for their language 

construct. For example, the Barhaspatya school of grammar (the grammar designed by Lord 

Brihaspati) primarily has taken the roots (dhatu) for the base of the language model [1]. The Aindra 

school of grammar (the grammar designed by Lord Indra) primarily has taken the morphological 

structure of the language for its construct [2]. Traditionally before Panini’s work, the Aindra school 

of grammar was widely followed by the linguists and the interpretations of the Vedas and the Vedic 

texts were completely according to it only. After Panini, all the Vedic and non-Vedic vocabulary 

have been interpreted through the Ashtadhyayionly [2]. The Aindra school of grammar is 

considered to be one of the most perfect ones to interpret the Vedic texts. Because of its structural 

uniqueness the Vedic texts cannot be easily understood by the knowledge of standard construct of 

the Sanskrit language. In places in Ashtadhyayi, Panini has mentioned the applied exceptions of the 

Vedic texts for specific vocabulary, like ratri or madhuetc [3]. As the Aindra school of grammar 

focuses on the understanding of the language only based on its morphological aspects, the 

interpretations of the Vedic texts for an Aindra grammarian would be far more natural than 

exceptional. Unfortunately, the root texts and practices of the Aindra school of grammar today is 

lost and mostly unexplored to the linguists and grammarians.  

The Kosha scriptures of Sanskrit literature includes all the possible vocabulary of the language [1]. 

In that scenario the Amar Kosha and the Halayudha Kosha hold very eminent positions [4]. This 

paper prepares an RNN out of the vocabulary recorded in the Amar Kosha. The structure of Amar 

Kosha includes various Vargas that define the type of the word. Furthermore, every word recorded 

comes with its pre-defined gender (male, female and neuter) and a set of paryayavachi words or the 

synonyms. The idea behind the work is to prepare a complete word-based network out of all the 

11,745 words recorded in the script. The word-based network can be used as the basis of 

reconstruction of the Aindra school of Sanskrit grammar as mentioned earlier the Aindra school 

focuses on the morphological construct of the language only. On the other hand, in the domain of 

neural networks the RNNs have the capability to develop a local memory of itself [5]. Using that 

idea, the network is constructed in this work. 

 

Methodology: 

The words recorded in the script individually are primarily considered as independent nodes 

without any interconnections. Providing inputs out of those nodes will generate a set of 
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paryayavachi words which are already in the network independently [6]. The interconnection 

among the nodes will eventually create the dependency with the same weight and biases as defined 

earlier and will give rise to such a network which has the memory of the previous inputs and thus 

every word individually will have a set of pre-defined paryayavachi words from the network itself. 

In the network any word under observation (a current node) will be a function of not only the input 

and the previous state, but a function of the input and a set of previous states, i.e. ht= f({ht-1, ht-

2,….h1}, xt), where ht is the current word and xt is the input. The desired output cluster will be 

calculated as, 

yt= wo+ht 

 

Proposed Algorithm: 

Let us define the attributes primarily that will create the basic structure of the morphological 

network from Amar Kosha. So, for every input X, the classification of the word will be a function 

of the Varga, Linga, Antya Varna and number of ParyayaVachi or synonyms associated to the 

word. Mathematically, X= f (A1, A2, A3, A4{n, where n>=0}), where Ai denotes the above-

mentioned factors respectively. For A4 we can say 

length. A4 = 0 Null Node 

 >0 Active Node. 

The nullification of the nodes without any synonyms will decrease the ranking of the node in the 

network and will be beneficial for lowering the overall complexity of the network.  

The algorithm for training the network will be: 

 

Algorithm 1: 

1: procedure X= input word 

2: do 

3: move to Hi = ith Hidden Layer 

4: feed {AX.1-AX.4} to Hi 

5: if (AX.4>0) 

6: do 

7: move to Hi+1 

8: feed {AX.4.1-AX.4.4} to Hi+1 

9: while (AX.4) 



Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 

2326-9865 

 

 

8961 

 
Vol. 71 No. 4 (2022) 

http://philstat.org.ph 

 

 

 

10:else 

11: X= Null Node 

12: end procedure: 

 

Implementing the algorithm, suppose we have provided the input string as “akshi” (Eye). For the 

word A1= avayava, A2= napumsaka, A3= akara (swaranta) and A4= {lochana, nayana, netra, 

ikshana, chakshus, akshi, drs, drsti, go}. So, for length. A4=9 will lead to 9 internal layers from the 

string “akshi” which themselves will be training the network further with their own A1-A4 

attributes. This will give rise to such a recurrent neural network that will contain all the words of 

Amar Kosha with their own clusters for every attribute. 

 

As the network is recurrent in nature all of the nodes associated to the input and attribute A4 will be 

memorised to provide a strong network for the dictionary. Result and Discussion: 

The implementation of the proposed algorithm is done with Python programming. From the .csv 

file of the Amar Kosha, the words have taken as input individually and run through the algorithm. 

The time complexity for the active network is calculated to be O(n) for 11,745 inputs.  
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The accuracy of the output desired from the network is calculated to be 79.2468619246862%.  

 

Screenshot 2 

Screenshot 1 
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Conclusion and Future Work 

The network designed in this work can be treated as a useful tool for the designing of the 

morphological model of Sanskrit language. The clustering of the words can be of great help to 

implement the subantaprakarana of Panini’s language machine. The implementation of the 

metarule-set designed to get the output of 21 variations from subantaprakarana, demands the 

classified input of the data; the Linga and the Varga to be precise. In that scenario this work will be 

of great help for its self-learning network construct. 
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