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Abstract 

Autism Spectrum Disorder (ASD) is a spectrum of 

neurodevelopment impairments that affects the   nervous 

system and also affects individual's over all cognitive, 

emotional, social, and physical health. This disorder can be 

observed at early stages of life. In developmental stages, i.e., 

within the first two years after birth its symptoms are usually 

shown. The only approach for diagnosing ASD is using 

through Clinical standardized tests. This not only necessitates 

a longer diagnosis time, but it also results in a significant rise 

in medical costs. To improve the precision and time required 

for diagnosis, single machine learning techniques are being 

used now days but these are not sufficient for effective 

prediction of ASD. In this study, introduced an ASD 

prediction model for children dataset using Stack ensemble 

learning approach and which complements to the 

conventional single learning methods. In this study ASD 

predictive analysis is done in three stages. At first stage, 

applied feature selection method i.e., Principal Component 

Analysis (PCA) to retrieve optimal features of children data 

set. Later, in second stage, ASD is diagnosis with predictive 

model is designed using various base classification techniques 

which includes Random Forest Classifier (RFC), Naïve Bayes 

(NB), and Logistic Regression (LR) to children dataset. At the 

last stage, to improve the performance of ASD prediction 

model, applied stack ensemble learning method with 
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mentioned base learners. The results shows that proposed 

ensemble based predictive model is best for ASD diagnosis 

for the children dataset at early stages than the base Machine 

Learning methods in terms of accuracy, precision, Recall and 

F1- Score. 

Keywords: Autism Spectrum Disorder, Principal Component 

Analysis, Random Forest, Naïve Bayes, and Logistic 

Regression, and Ensemble Learning. 

 

1. Introduction: 

According to WHO, one in every 59 children will have ASD. It is a developmental disability 

disorder caused by the difference in the brain in terms of structure or function, which is 

largely acknowledged as the cause for ASD [1-5]. It is important to be recognized early in 

order to avoid changes in communication, social difficulties, obsessive interests, and repeated 

behaviors. Although diagnosing autism is challenging, the availability of datasets and the 

behavior of autistic children might help us anticipate autism at an early stage. According to 

scientific evidence, many factors, including environmental and genetic factors, increase a 

child's risk of developing autism. Multiple variables interacting in various ways are most 

likely to blame for autism (i.e., genes, environment and brain development). It takes time and 

money to diagnose autism, and getting tested costs time and money. As a result, it is difficult 

to identify the disorder at early stage for better treatment. In this paper, the research is mainly 

focused on the children dataset for early prediction of ASD diagnosis using ensemble learning 

approach. However, some research study has been done in the field of AI, image processing 

and Machine Learning to improve the techniques for pre-diagnosis of ASD. To solve the 

issue, this research work develops a new framework for ASD pre-diagnosis using a stack 

Ensemble Learner. The complete idea of the proposed model is described in Figure 1. 

 

 

Figure-1: Proposed Model for Classification of ASD 

Here in Figure-1, Data Pre-processing is important that includes data cleaning, data 

transforming. Data cleaning is the approach of handling missing data. Here, in children 



Mathematical Statistician and Engineering Applications 

ISSN: 2326-9865 

239 

  

Vol. 71 No. 3 (2022) 

http://philstat.org.ph 

 

 

dataset; missing data is handled using basic ensemble technique i.e., averaging. PCA is a 

dimensionality reduction technique which maximizes the variance of data [10-14]. Feature 

engineering is a process of selecting optimal features from the dataset. From the selected 

features identifying the important principal components. Supervised machine learning 

methods are used for the process of classifying ASD traits [6-9]. Hence, by using all the 

above approach we build the model.  

An approach that combines a group of learned classifiers chosen from the training dataset, 

then these learned classifiers are utilized to generate the class of a test data instances based on 

the individual decisions of these classifiers which improves performance by reducing biased 

decisions. This approach is popularly known as The Ensemble-based Learning approach 

[2]. It uses the basic classification algorithms to progressively develop classification models 

which learns not to disregard the preceding learned models, and not necessary to handle the 

previously seen training data sets. This ensemble-based approach assures a decision as a 

group which is sought  for the test data class assignment. Some common ensemble learners 

like Boosting, Stacking and Bagging will be discussed briefly in next section. In this study, 

an ensemble-based classification model has been proposed and is called Stack Ensemble 

Classification for Autism pre-diagnosis (SEC_AP). The base classifier for SEC_AP is based 

on Logistic regression which keeps amending the model‟s structures and adds them to 

SEC_AP. This base learning algorithm have good generalization ability which simplifies 

deriving classifiers for better performance. At first stage, applied preprocessing techniques 

which includes, data cleaning, data normalization, data exploration, and feature reduction 

and selection method i.e., Principal Component Analysis (PCA) to retrieve optimal features of 

children data set. Later, in second stage, ASD is diagnosis with predictive model is designed 

using various base classification techniques which includes Random Forest Classifier (RFC), 

Naïve Bayes (NB), and Logistic Regression (LR), Support vector machine (SVM), Decision 

Tree (DT), KNN to children dataset. At the last stage, to improve the performance of ASD 

prediction model, applied stack ensemble learning method with mentioned base learners. 

Among all the classifiers, by stacking Gaussian Naïve Bayes Random Forest our model has 

best accuracy The results shows that proposed ensemble based predictive model is best for 

ASD diagnosis for the children and toddler datasets   at early stages than the base Machine 

Learning methods in terms of accuracy, precision, Recall and F1-Score. 

The paper is catalogued as follows; Section 2 presents the work on the adaptation of 

Convolution neural network, Deep learning, and Machine Learning techniques for screening 

autism at early stage. In Section 3, the methodology of the research is discussed. The results 

and discussions are discussed in Section 4. Lastly, conclusions and future work are given in 

Section                                 5. 

 

2. Related Work 

The existing clinical approaches for diagnosing autism are time consuming. In an effort to 

solve this issue and facilitate a procedure for early detection of autism, Researchers have 

been working to develop new strategies for preliminary screening methods that use Machine 

Learning to help with diagnosis of autism disorder in order to tackle this problem and ease 

early identification of autism in children and toddlers. Also, other areas like fuzzy logic, 
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image processing, deep learning, convolution neural networks and so on were used for 

diagnosing the traits of autism. Few research conclusions, Identification of high-risk autism 

on audio and video data under still-face paradigm using support vector machine classifier had 

accuracy of 90% [3]. As a part, functional magnetic resonance images were constructed into a 

brain network and the features of autism were defined as eigen values. Using feature 

selection algorithms, proposed a model which combined all the features of autism syndrome 

and achieved classification accuracy through Linear Discriminant Analysis-77.7% [4]. In the 

paper [5], the research done on structural MRI images using deep learning in which several 

models were build for classifying autism disorder. According to the study [6], a 

recommendation system was developed using multi classifier regression model. Identifying 

autism disorder using CNN from the Electroencephalography (EEG) data to classify ASD 

subjects and normal subjects [7]. proposed a system using to identify children with autism 

and their abnormal behavioral traits using machine learning. They gave conclusion that the 

undertaken proof from the concept study that a simple upper-limb action could be useful to 

meticulously classify autism spectrum disorder (ASD) low functioning children with aged 2-

4[8]. XGB, Light GBM, AdaBoost are well performed boosting algorithms which were 

propagated to overcome the wrong predictions during the class assignment phase and the cost 

associated with the predictions [9]. They follow an approach by constructing a base 

classification method, which is chosen from supervised classification algorithms and using 

some initial classifier. Then, the initial classifier will then be used to classify the training 

dataset to reduce bad classified data and a new weight will be assigned to the each wrongly 

classified training data. After the training instances have been assigned with new weights, 

then a new classifier is constructed from the revised training dataset and the procedure is 

repeated until there is no further advancement can be attained in terms of predictive accuracy. 

Finally, whenever a test data is set for prediction, then models learned with different data 

weights are utilised to collectively determine and decide its class. Many ML techniques to 

identify ASD traits like d e l a y  i n  d e v e l o p m en t  o f  b r a i n  s t r u c t u r e , obesity, less 

physical activities in children experimented using naive Bayes, SVM and random forest 

algorithm and compared those results. Wall et al. had research on classifying autism using 

short screening test validation and gave an overview that the AD Tree and the functional tree 

had performed well with high sensitivity, specificity and accuracy [10]. We had research on 

autism disorder using deep learning algorithm and neural network utilising a large brain 

imaging dataset from the Autism Imaging Data Exchange (ABIDE I) to identify ASD 

patients, and achieved a mean classification accuracy of 70%, with an accuracy range of 66% 

to 71%. The random forest classifier had a mean accuracy of 63%, whereas the SVM 

classifier had a mean accuracy of 65%. [11] [13-15]. 

 

3. Methods and Material 

Many research studies have reported on the success of using an effective application of 

intelligent machine learning algorithms in identifying and forecasting ASD disorders. This 

section describes about the core machine learning algorithm which support for the pre-

diagnosis of ASD child care. The study which introduces the Ensemble Learning to diagnose 

ASD in early stages and described detail in Figure 1. The objective of this study is to improve 
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the speed and accuracy of diagnosis of ASD in child care in early stage and used new meta-

level stacking learning. A technique that enables researchers to combine multiple distinct 

prediction algorithms to a combination of an algorithm known as Stack generalization [19-

21]. 

 

     3.1. Data preprocessing 

During the analysis stage pre-classification done based on few of the important variables 

like age, gender, autism, and jaundice is shown in Figure 2 and Figure 3. Finally, 70% of the 

data is selected for training, and 30% of the data is for testing. Here, Data Pre-processing in 

the figure-1 includes data cleaning, data transforming. Data cleaning is the approach of 

handling missing data. Here, in children dataset missing data is handled using basic 

ensemble technique i.e.., averaging. Age attribute missing data handled using averaging 

method. All other attributes missing data handled using ffill method from the panda’s 

library. Using various methods from simple imputer function the input data is being 

transformed. Feature engineering is a process of selecting optimal features from the 

dataset. Using the concept of correlation, most important featured attributes are 

selected. From the selected features identifying the important principal component. Hence, 

by using all the above approach dimensions are reduced and the input data is ready for 

building the model. 

 

 
 

Figure.2: Distribution of variables in Children Dataset 
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Figure.3: Distribution of variables in Toddler Dataset 

 

Figure.4: Explained variance ratio of Scaled data 

 

The explained variance ratio is an array of the variance of the data explained by each of the 

principal components in the data. It can be expressed as a cumulative sum. From the Figure-

4, we will have an idea to consider size of principal components. The graph is representation 

of principal components size and explained variance ratio of transformed data. 
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4. Building the stacked-ensemble model for ASD Pre-diagnosis 

The study focused on a stacking ensemble approach for the predictions of ASD pre-diagnosis 

especially in children data sets. Missing values and outliers were discovered and imputed 

with median values prior to learning as a data pretreatment step. 

 

 

Figure- 5: Representation of Processing of the Stacking Ensemble Algorithm 

 

In stacking mechanism base learner to be selected to build an efficient model. In order to 

select base learner, several machine learning algorithms like Logistic regression, Decision 

tree, Random Forest, KNN, Support vector machine, Gaussian naive bayes are utilized which 

simultaneously maximizes the classification accuracy. Among all them, by stacking Logistic 

Regression, Decision Tree and Random Forest our model has best accuracy. As for model 

combination, a meta-classifier that combines the predictions of the base learners is known as 

stacking approach. The figure-5 shows the process of obtaining the final prediction with the 

stack-based ensemble model. Stack generalization is a new way of integrating several 

classifiers such as Logistic regression, Decision tree, Random Forest, KNN, Support vector 

machine, Gaussian naive bayes. which consists of two stages: at level zero we have basic 

learners and stacking model learners are at level one; at level zero, multiple separate models 

are used to learn from the dataset, and the output of each model is utilised to create a new 

dataset which helps to create an impact in the performance. The comparison findings show 

that the stacking method for ADS pre-diagnosis (SEC_AP) outperforms a number of different 

ML approaches. The complete idea of the stacked-ensemble model for ASD Pre-diagnosis is 

shown in algorithm 1. 
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Figure 6. Algorithm-1 for ensemble learning-stacking 

 

4 Results and Discussion 

 4.1. Data set 

The proposed SEC_AP model was evaluated on a real dataset [12][13] [21-22] i.e.., from the 

UCI repository and Kaggle related to children in different stages. The data set has 21 

variables in Children dataset and 19 variables in toddler‟s dataset and collected from the 292 

and 1054 samples. These datasets related abbreviations and variables information are listed in 

Table 1. 
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    Table -1: The Autistic Spectrum data sets used in the study 

Dataset Sample 

size 

Feature size 

including 

class label 

Classes Presence of 

missing 

attribute 

Presence of 

noisy 

attributes 

Autistic Spectrum Disorder 

Screening Data for Children 

292 21 ASD/Non- ASD Yes Yes 

Autism Screening data for 

toddlers 

1054 19 ASD/Non- ASD Yes Yes 

 

 4.2. Performance measuring: 

Any machine learning model, performance evaluated based on the metrics in Table-2. To 

understand the number of correct predictions and proportion of predictions based on varying 

threshold values. 

                      Table-2: Description about performance metrics 

Performance measure Description 

Confusion Matrix N*N matrix used to measure performance of classification 

problem 

True Positive Data point actual and predicted class is 1 

True Negative Data point actual and predicted class is 0 

False Positive Data point actual class defined by 0 and predicted class by 1 

False Negative Data point actual class defined by1 and predicted class by 0 

Accuracy Total number of correct predictions proportion 

Precision Correct Proportion of positive predictions  

Recall Proportion of Actual correct positive predictions  

F1-score It is weighted mean of precision and recall. 

 

The performance metrics that are used for evaluation of the model are Precision, Recall, F1-

score, and accuracy. 

Accuracy is the ratio of correctly predicted data points made to the total number of data 

points predictions performed. The accuracy obtained for diagnosing the disorder using 

SEC_AP model is nearly 100%. The formula used to calculate accuracy is: 

Noof Predictions
Accuracy

Total noof Predictions
  
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Precision is the ratio between correct positive predictions made by the SEC_AP proposed 

model to the total actual positive predictions. The precision obtained is 1.0 which is a perfect 

precision value gained by the model. The formula used to  calculate precision is: 

 

    No of correct positive predictions
Precision

Total Noof PositivePredictions
  

 

Recall is the ratio between correct positive predictions made by the model to total positive 

examples. The recall value obtained is also 1.0 which is a high and good value. The formula 

used to calculate recall is: 

 

    

 

No of correct positive predictions
Recall

Total Noof valuesin PositivePredictions
  

 

F1-score is the weighted average of precision and recall values. The f1-score obtained is 1.0. 

The formula  used to calculate f1-score is:  

  

 

1 2
Precision Recall

F Score
Precision Recall


  


4.3. Results 

 

Table-3: Comparison of approaches in terms of accuracy, precision, recall, F1-score 

ASD Children Data ASD Toddler Data 

 Accuracy (%) Precisio

n 

Recall F1- 

Score 

Accuracy Precision Recall F1- 

Score 

Logistic Regression 
82.91 0.77 0.81 0.78 79.84 0.78 0.67 0.72 

K-Nearest Neighbor 

(k=1) 86.22 0.72 0.76 0.73 83.47 0.75 0.71 0.72 

Gaussian Naïve 

Bayes 72.61 0.67 0.83 0.74 79.23 0.67 0.81 0.73 

K-Nearest 

Neighbor(k=10) 88.91 0.85 0.89 0.86 81.47 0.81 0.76 0.78 

Decision Tree 67.52 0.55 0.64 0.59 78.12 0.80 0.67 0.72 
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Support Vector 

Machine 62.00 0.59 0.47 0.52 74.2 0.72 0.81 0.76 

Random Forest 74.91 0.77 0.63 0.69 86.41 0.87 0.73 0.79 

 

 We can observe the results of each single classifier before applying PCA.We explored two 

different datasets using single machine learning classifiers and analyzed the outcomes are 

shown in table-3. By comparing results of different single learning classifiers, we had an 

inference that developing a new model will help in prediction of autism at early stages. To 

improve the accuracy and reduce execution time proposed an approach of applying PCA and 

Stack Ensemble Classification for Autism pre-diagnosis (SEC_AP). 

 

Table-4: Comparison of approaches based on SEC_AP model in terms of accuracy, 

precision, recall, F1-score 

ASD Children Data ASD Toddler Data 

 Accuracy (%) Precisi

on 

Recall F1- 

Score 

Accuracy Precision Recall F1- 

Score 

Logistic Regression 
94.91 0.81 0.95 0.87 91.84 0.97 0.94 0.95 

K-Nearest Neighbor 

(k=1) 93.22 0.72 0.97 0.82 90.47 0.63 0.87 0.73 

Gaussian Naïve 

Bayes 96.61 1.00 1.00 1.00 89.23 1.00 0.88 0.93 

K-Nearest 

Neighbor(k=10) 94.91 1.00 0.93 0.96 90.47 0.84 0.86 0.84 

Decision Tree 91.52 0.85 0.81 0.82 96.12 1.00 1.00 1.00 

Support Vector 

Machine 96.00 1.00 1.00 1.00 92.2 0.72 0.81 0.76 

Random Forest 94.91 0.87 0.63 0.73 91.41 1.00 0.93 0.96 

Proposed 

Model(Random 

Forest+Gaussian 

Naïve Bayes) 

100 1.00 1.00 1.00 100 1.00 1.00 1.00 

 

Comparison of approaches in-terms of accuracy, precision, recall and F1-score based on the 

proposed model (SEC_AP) is shown in table-4. Accuracy is important performance metrics 

to evaluate the model based on entire data points. Currently, there is no rapid and reliable 
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diagnostic measuring test that can identify ASD at early days. We created an automated ASD 

prediction model using the minimal behavior sets from each diagnostic dataset. Significant 

results are shown by using SEC_AP model rather than the previous study models. 

 
  

 
 

Figure-7: Representation of Precision-Recall curve using GNB+RF model on Children 

Dataset. 

 

Figure-8: Representation of Precision-Recall curve using GNB+RF model on Toddler 

Dataset. 

 

To show the tradeoff between precision and recall at different thresholds, Precision-recall 

curves are highly recommended. A higher area under the curve indicates high precision, 

which corresponds to a low false rate, and a high recall rate, which corresponds to a low false 

negative rate. The PR-curve of proposed model for children dataset shown in figure-7 with 

AOC=1.00 and for toddler dataset the PR curve is shown in figure-8 with AOC=0.94. 

Precision and recall are analyzed as the best metrics for evaluation of proposed model for 



Mathematical Statistician and Engineering Applications 

ISSN: 2326-9865 

249 

  

Vol. 71 No. 3 (2022) 

http://philstat.org.ph 

 

 

diagnosing autism. 

 

 4.4. Strengths of the study Using these findings 

This section discusses about the limitations of previous study related to the machine 

learning models which were used for ASD diagnosis, includes the objective of bringing 

attention to important issues such as data pre-processing, data privacy and data quality while 

getting desired results. The following are the major strengths in our research study 

• Combining the greatest machine learning classification algorithms using the concept of 

stacking and proposed a model for diagnosing ASD. 

• For better understanding of ASD, high level of classification reliability to be achieved. 

• Performance metrics have             improved for ensemble-based stack model When compared 

to single-core models. 

• A comparison of the proposed model (SEC_AP) results in terms of accuracy, precision, 

recall and     F1-Score. 

• Precision-Recall curves for the proposed model represents high area under the curve 

which shows the better performance of classification proposed model. 

 
5. Conclusion and future work: 

ASD can be observed in early stages of life which affect the individual's overall cognitive, 

emotional, social, and physical health. In this study, we proposed an ASD diagnosis model 

for children and toddler datasets using Stack ensemble learning approach and which 

complements to the conventional single learning methods. This research study done in three 

stages. At first stage, applied feature selection method i.e., Principal Component Analysis 

(PCA) to retrieve optimal features of children data set. Later, in second stage, ASD is 

diagnosis with predictive model is designed using various base classification techniques 

which includes Random Forest Classifier (RFC) and Naïve Bayes (NB) to children dataset. 

At the last stage, to improve the performance of ASD prediction model, applied stack 

ensemble learning method with mentioned base learners. The results shows that proposed 

ensemble based predictive model is best for ASD diagnosis for the children and toddler 

datasets at early stages with the accuracy of 100% than the base Machine Learning methods. 

The proposed model (SEC_AP) has better performance in terms of accuracy, precision, 

Recall and F1-Score.Future work for the proposed model can be enhanced using the hyper 

parameter tuning approaches. And the research study can be extended with large data related 

to Children autism to identify various ASD traits at different stages. 
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