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Abstract 

The production of agricultural goods is an essential need for any nation. 

Monitoring the elements in the environment is an important step, but it is not 

the only way to increasing agricultural yields. The range of crops that may be 

grown in India is quite broad. More than five hundred different kinds of 

crops are cultivated there. If plants are afflicted by diseases, then farmers 

have a very tough work ahead of them in terms of monitoring plant leaves. 

As a result, the agricultural productivity of the nation and its economic 

resources are both negatively impacted.The reasons for this include a 

decrease in the number of specialized farmers and a shortage of human 

resources in the field of plant pathology. Using methods such as image 

analysis and accurately predict and detect pests and diseases and pests at an 

early stage can reduce the workload of farmers and prevent economic losses 

in advance.In this project use a novel method by combining the both Azure 

services and IoT will lead to increase the disease identification. This will 

give a farmer for better results to increase the yield of crops. Raspberry Pi is 

the brain of our project to do different tasks, in part cares of irrigation and 

another will take care of plat leaf images. The system has Raspberry Pi along 

with the camera module. Camera module capture the leaf image and sends 

for classification result, azure custom vision will play crucial role for 

classification the disease. IoT Edge will send the information to cloud for 

action taken. This system gives better results to produce the yield of crops. 
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I. Introduction 

Agriculture is sometimes referred to be a nation's "backbone" and is a crucial source for the 

provision of food. It is a reality that this applies to all nations, whether they are developed, 

developing, or even on their way to being developed. Agriculture is an important factor in ensuring 

the continued existence of all living beings. It is a source of nutrition not only for humans but also 

for other living organisms [1]. The rise in the number of people living in poor and developing 

nations drives up the demand for food in such countries. All of the nations will have difficulties as a 

result of this. The agricultural industry plays a significant role in the process of a nation's economic 

growth [2]. The growth of industry and agriculture go hand in hand, like two sides of a coin. 

Plants play a vital role in human production, life and even survival. However, due to the continuous 

expansion of human production and life, excessive hunting and gathering behavior of human 

beings, pollution of many factories, and the development of large-scale land vegetation [3-4], the 

natural ecosystem has been greatly changed, making the environmental adaptability of plants 

reduced, self-regulation disorders, leading to plant diseases. 

Plant diseases are mainly caused by biological factors (biological pathogens) and non-biological 

factors (unsuitable living environment), which make plant growth abnormal and can lead to plant 

death in a certain period of time [5]. Long-term illness can lead to the extinction of plant species or 

the extinction of infected other species. This effect can often be intuitively reflected in the leaves 

and roots of plants, making the leaves and rhizomes of diseased plants sick [6-8]. Targeted 

treatment and protection of diseased plants is particularly important. 

The traditional detection of plant leaf diseases [9] is mainly completed through manual observation 

and judgment, and in the diagnostic process, due to the similarity of the characteristics of the leaf 

disease area, the diagnostic process is time-consuming, laborious, expensive, and due to human 

subjectivity, it may lead to false detection.The sample leaf disease images are given in figure 1 

 

Figure 1: (a) Tomato - Late blight (b) Cucumber - Downy mildew (c)Grape - Black rot 

The present invention is intended to solve one of the above technical problems at least to a certain 

extent. The present invention discloses a plant leaf disease detection method [10-11] based on 

convolutional neural network, in real-time agricultural scenarios to obtain plant leaf health status 

and the occurrence of diseases and insect pests image to establish a plant leaf disease detection data 

set, different diseases of plant leaves for multi-angle [12], different weather, different light under a 

variety of types of image data acquisition; The present invention uses a convolutional neural 

network to determine the presence or absence of diseases on the surface of plant leaves [14-15] and 

the determination of specific types of diseases, which can automatically monitor the growth state of 
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plants, and the present invention uses a deep learning model based on convolutional neural 

networks to improve the accuracy of disease detection [16]. 

For the purposes of this project, the computer vision tools and the localized automatic azure and IoT 

system will be used experimentally, considering that it is one of the systems with the best results 

and the least diseases faced by the plants. By combining azure and custom vision and IoT edge, we 

can reduce the cost of the system and provide good results simultaneously in the both the fields. 

II. Literature Survey 

Ashqar and Abu-Naser [17] conducted a research that consisted of analysing 9,000 photos of 

tomato leaves to build a model that could be used on cellphones, with the goal of recognising 5 

different illnesses. In order to do this, they produced a model that could be used on smartphones. 

The  model would be based on a deep convolutional network, but it was made up of two parts: the 

first part of the model (the extraction functions), which was the same for full colour focus and 

grayscale focus, consisted of 4 layers convolutional with Relu activation function, each 

accompanied by Max Pooling layer; the second part would contain two dense layers to contain the 

two approaches, colour and grayscale; and the final part of the model would be composed of two 

dense layers to contain the two approaches. In the end, they demonstrated that working with colour 

features yields outcomes that are 99.84% better than working with grayscale, which yielded 95.54% 

better results. 

Barbedo et al., [18] has been working with convolutional neural networks of several different crops 

to look for different levels of disease in plants. They have been able to classify healthy crops with 

an accuracy of 89%, crops that are slightly sick with an accuracy of 31%, crops that are moderately 

sick with an accuracy of 87%, and crops that are severely sick with an accuracy of 94%. He draws 

the conclusion that the categorization of plant diseases based on digital photographs is very 

challenging, despite the fact that the findings are good. On the other hand, the constraints of the 

data set, both in terms of the amount of samples and the diversity of samples, continue to restrict the 

development of really complete algorithms that are capable of classifying diseases. 

Mengistu et al. [19] used an ANN, a KNN, a Naive Bayes, and a hybrid of self-organizing maps 

(SOM) and radial basis function (RBF) in order to determine the best classifier to identify coffee 

rust, wilt diseases (CWD), and the CFD that affects the coffee fruit. All of these methods were used 

in order to determine the best classifier to identify coffee rust, wilt diseases They indicate in their 

paper that they achieved an accuracy of 58.16% for KNN, 53.47% for Naive Bayes, 79.04% for 

ANN, and 90.07% for the combination of RBF and SOM, which demonstrates a significant increase 

over the prior approach. Despite the fact that they make a point that the latter requires much more 

time to train, 

Tests were carried out by Singh and Misra [20] to see if illnesses or burns that appeared on the 

leaves could be identified. Bananas, beans, lemons, and roses were the crops that were looked at in 

this research. After processing the photos, they suggest employing genetic algorithms to do 

segmentation, and then grouping the results. They decided to employ the colour concurrency 

approach for the process of feature extraction because they believe that it is superior to use a colour 
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picture rather than the more conventional grey scale image. They used MDC with K-Mean to make 

the classification, obtaining 86.54%; they then used MDC with an algorithm that they proposed, 

obtaining an improvement of 93.63%; finally, they used SVM with the proposed algorithm, 

acquiring a significant improvement of 95.71%; all three methods were used to obtain the same 

results. These numbers are representing a general average across all four civilizations that were 

under investigation. 

According to Qin et al. [21], the researchers have developed a workable approach for the detection 

and identification of four illnesses that affect alfalfa. Through the use of the ReliefF, 1R, and CFS 

techniques, they were able to extract 129 texture, colour, and form characteristics from the 1,651 

photos. They used SVM, KNN, and Random Forest in order to categorise the disorders. discovering 

that the best predictor was SVM and the RelifF technique for determining the characteristic, 

because they obtained 97.64% accuracy for such training set and 94.74% accuracy for the test set. 

obtaining this result led to the discovery that SVM was the best classifier. 

Khan et al. [22] suggests using deep convolutional network architectures such as VGGNet and 

AlexNetOWTBn to automate the process of identifying tomato leaf diseases. Early blight, powdery 

mildew, and mildew were the diseases that needed to be classified. Preprocessing the gathered 

photos using various image processing methods, including as noise reduction, regression, and 

image processing improvement, results in a decrease in both expenses and the amount of time 

required for computing. After that, he retrieved the properties of the data set by using convolution 

maps, which are maps in which pictures of healthy and sick leaves are applied to the data that has 

been entered. Despite the fact that the structure has been shown. 

III. Proposed System 

Figure 2 shows the proposed block diagram which is used to detect the real time image disease 

detection. There 4 different sections will place very crucial role.  

1. Azure IoT Hub 

2. Azure IoT Edge  

3. Custom Vision 

4. Docker Desktop 

Azure provides different services for resolving the real time scenarios. The process flow of the 

proposed method is starts with camera, it will capture the video frame and feed the data to the 

camera capture module and every frame will pass to the Image classifies service. Custom vision is a 

service available in azure, which can provide both the image classifier and image detection 

algorithms. Created custom vision image classifier service for identifying the leaf disease.Added 

labels for all the disease and started custom vision training. After completion of the training, the 

trained model is imported into image classifier service to predict the disease with newly captured 

image. 
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Figure 2: Proposed Block Diagram 

Docker images makes these process simple for uploading into IoT Edge device. In this Raspberry 

Pi4 acts as the IoT edge device, which has 8GB ram and powerful processor to identify the disease 

quickly. 

There are multiple steps to follow to create all the services. The steps are shown below: 

Create Azure Account: 

Sep 1: Sign up for Azure by going to the site at portal.azure.com. 

Step 2: After successful signup, go for sign in and then it will redirect to home page of azure. 

IoT Hub Setup: 

Step 3: In the search box, type iothub, and then pick IoT Hub from the list of services. 

Step 4: Simply selecting the create button will bring up the IoT Hub's creation window. 

Step 5:In the "basics" page, provide the name of the Subscription, Resource Group, and location of 

the IoT Hub, then click "Next." 

Step 6:Select the connection settings in the Networking section, and then click on next: 

management. 

Developer Workstation 

Git Repositories 

Custom Vision Container Registry IoT Edge 

IoT Hub 
Message manager 

User Workstation SQL Server 

Image Input 
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Step 7:Choose the appropriate tier for your needs on the management page by considering the 

access type and TLS connectivity. IoT Hub may be created by selecting the Review + Create 

button. 

Step 8:  Choose IoT Edge from the list on the left. Click the Add IoT Edge Device button. 

Step 9:Please give an authentication type, as well as a name for the device, and then save. 

Register a device: 

Depending on what works best, register a device by using the Azure command line interface (CLI), 

Visual Studio Code, or the Azure site. 

IoT Edge devices are produced and maintained in a manner that is distinct from IoT devices that do 

not have edge capabilities inside your IoT hub via the Azure portal. 

1. After logging in to the Azure portal, go over to Internet of Things hub. 

2. From the menu, choose Devices, and then in the left pane, choose the option to Add Device. 

3. Provide the relevant information on the page designated for the creation of a device: 

 Create a meaningful device ID. You're going to need to remember this device ID in the 

future, so jot it down. 

 Tick the box designated for the IoT Edge Device. 

 For the kind of authentication, choose the Symmetric key option. 

 In order to automatically create authentication keys, make use of the default settings, and 

then connect the new device to a hub. 

4. Select Save. 

Retrieve the information needed to finish the installation and provisioning of the IoT Edge runtime 

now this device registered in IoT Hub. This will allow to do so more quickly. 

View the registered devices and obtain information about the provisioning process: 

In order to successfully finish the installation and provisioning of the IoT Edge runtime, devices 

that make use of symmetric key authentication need their respective connection strings. 

On the Devices page, you will see a listing of all of the edge-enabled devices that connect to a IoT 

hub. There is an option of sorting the list according to the kind of IoT Edge Device. 

When device is ready to configure, need the connection string that connects the actual device to the 

identity it has in the IoT hub. 

The connection strings of symmetric-key authenticating devices are made accessible for copying in 

the portal so that other devices might use them. 

5. Navigate to the Devices tab of the portal and choose the IoT Edge device ID from the list of 

available options. 

2. Select either the Primary Connection String or the Secondary Connection String, then copy the 

value from one of them. 
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Container Registry creation: 

Step 1:Select Create a resource>Containers>ContainerRegistry. 

On the Basics page, need to input the values for the Resource group and the Registry name fields. It 

is required that the name of the registration be exclusive. 

Using Azure, and consist of between 5 and 50 alphabetic and numeric characters. Create a new 

resource group in the "West US" Location and give it the name "MyResourceGroup." Then, for the 

SKU, choose "Basic." This will complete the quickstart. 

Leave the rest of the parameters at their default levels. Then, pick the Create and Review options. 

Select Create after finished evaluating the parameters. 

Select the container registry on the portal after the notice indicating that the deployment was 

successful displays. 

IoT edge agent (Raspberry Pi): 

a. Install IoT Edge: 

First, the package repository must be added by executing the instructions listed below, and then list 

of trusted keys must be updated to include the Microsoft package signing key. 

Installing just only a few simple instructions to complete. Launch a terminal and enter the 

commands in the following list: 

 

b. Install a container engine: 

An OCI-compatible container runtime is required for Azure IoT Edge to function. We strongly 

suggest that you make use of the Moby engine for any production-related situations. There is just 

one container engine that is officially supported by IoT Edge, and that is the Moby engine. The 

Moby runtime is compatible with container images created using Docker CE and Docker EE. 

 

c. Install the engine for the Moby: 

Configure the Moby engine to utilise the "local logging driver" as the logging mechanism after the 

installation of the engine has been completed successfully. 

Open or create the configuration file for the Docker daemon located at /etc/docker/daemon.json. 

sudo apt-get update; \ 

sudo apt-get install moby-engine 

curl https://packages.microsoft.com/config/debian/11/packages-microsoft-prod.deb > 

./packages-microsoft-prod.deb 

sudo apt install ./packages-microsoft-prod.deb 
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 Follow the instructions in the following example to change the default logging driver to the 

local logging driver. 

 

 In order for the modifications to take effect, need to restart the container engine. 

d. Install the IoT Edge runtime: 

On the IoT Edge device, the security standards are provided and maintained by the service provided 

by the IoT Edge. Every time the device is powered on, the service will begin running, at which 

point it will bootstrap the device by beginning to execute the remainder of the IoT Edge runtime. 

IoT Edge and other device components that need to interface with IoT Hub are able to have their 

identities provisioned and managed by the IoT identity service, which began working with version 

1.2 of the software. 

The procedures that are outlined in this section are representative of the standard procedure that 

must be followed in order to install the most recent version on a device that has access to the 

internet. Follow the instructions outlined in the section for "Offline or particular version 

installation. 

IoT Edge and the IoT identity service package should both have their most recent updates installed: 

 

e. Provision the device with its cloud identity: 

Now that the container engine and the IoT Edge runtime have been installed on your device, you 

are ready for the next step, that is to set up the device including its cloud identity and authentication 

information. This can be done by going to the settings menu on your device and selecting the "IoT 

Edge" option. 

Using the following command, now easily enable a IoT Edge device to use symmetric key 

authentication. 

 

Using the iotedge config mp command will result in the creation of a configuration file on the 

device as well as the addition of your connection string to the configuration file. 

 
sudo iotedge config apply 

sudo iotedge config mp --connection-string 'PASTE_DEVICE_CONNECTION_STRING_HERE' 

sudo apt-get update; \ 

sudo apt-get install aziot-edge 

{ 

      "log-driver": "local" 

   } 
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Make the necessary adjustments to the config file. 

f. Verify successful configuration: 

Check that the runtime was successfully installed and configured on the device that serves as a IoT 

Edge. 

Ensure that the IoT Edge system service is up and functioning before continuing. 

 

Okay denotes a successfully completed status answer. 

If need to diagnose an issue with the service, acquire the logs associated with the service. 

 

 

Make sure that the device's setup and connection status are correct by using the check tool. 

 

Take a look at all of the modules that are now active on a IoT Edge device. Notice only the 

edgeAgent module executing the very first time the service starts up once it has been restarted. Any 

subsequent modules that deploy to a device will automatically be assisted in installing, and once 

running, the edgeAgent module will continue to operate in the background. 

Visual Studio code: 

In order to log in with your Azure credentials, go to view > Command Palette > search bar and 

enter Azure sign in; this will take you to a web page where you can sign in; after you've signed in, 

shut the web page and verify whether or not vs code is signed in. 

Step 1: Edit deployment.template.json file to change the version of CameraCapture and 

ImageClassifierService  

Step 2: Right click on deployment.template.json and select Generate IoT Edge Deployment 

Manifest.  

It will create deployment.json in config folder and verify deployment.json file everything is okay or 

not. 

Step 3: Then right click on deployment.template.json and select Build and Push IoT Edge Solution.  

It will build Docker Images and push into Docker Desktop. 

sudo iotedge list 

sudo iotedge check 

sudo iotedge system logs 

sudo iotedge system status 
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Step 4: After successful completion, right click on deployment.json in config folder and select 

Create Deployment for Single Edge Device. 

Copy the string from IoTHub>Shared access policies>iothubowner>primary connection string and 

paste it into above. 

Step 5: To see the output of the model right click on IoT hub, it is located in Explorer at bottom we 

can see AZURE IOT HUB.  

Will get this string from IoTHub>Built-in Endpoints, then copy the content from an Event Hub-

compatible endpoint and paste it into the space provided above. 

Step 6: Then select the device whichever we want then right click on the module. Then select start 

monitoring built-in event endpoints. 

Docker Desktop: 

For the first time whenever we build and push, you might get an error unauthorized access to 

Docker. To overcome this Error, type a below command 

 

Figure 3 explains the block diagram of proposed system. The block diagram contains 4 different 

sections, one is input camera and second one is IoT edge runtime, third one is container registry and 

finally custom vision service. Each service will perform different tasks. 

There 2 different modules to perform whole operation i.e., 

1. CameraCapture  

2. ImageClassifierService.  

CameraCapture service will responsible for capture live video stream and send it to image 

processing end point, the image classifier service will get the live feed from the end point and 

process the image and convert that result into JSON format.  

The ImageClassifierService will use the custom vision service, after successful training custom 

vision service will generate IoT edge ARM file, which had both model and labels file. 

ImageClassifierService will use these files to generate the classification result. 

Communication between the modules: 

The figure shows, how the above 2 modules are communicated each other themselves and with the 

IoT Hub. 

 

 

 

docker login -u <CONTAINER_REGISTRY_NAME> -p 

<PASSWORD_CONTAINER_REGISTRY><FQDN_CONTAINER_REGISTRY> 
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Figure 3: Connection between IoT Edge device and IoT Hub 

Follow below steps to run the code: 

We need to follow the below steps to deploy the solution on IoT Edge device. 

Step 1: create .env file and update container registry credential and make sure that docker engine 

has access to the docker. 

Step 2: Create deployment.template.json file and change the version of each module, when changes 

made in the modules.  

Step 3: Right click on deployment.template.json and select Generate IoT Edge Deployment 

Manifest, which will create deployment.json file inside the config folder.  

Step 4: Then right click on deployment.template.json ―Build and put IoT Edge Solution‖ for 

building the entire solution. 

Step 4: To deploy the solution in IoT Ede device, right click on deployment.json file and choose 

―Create Deployment for Single device‖. Then select the targeted device for deployment. 

Step 5: To monitor the IoT Hub result, right click on the device which we uploaded, select ―Start 

Monitoring D2C Message‖. 

Raspberry Pi: 

The Raspberry Pi is a low-cost single-board computer developed by the Raspberry Pi Charitable 

Trust in England to promote the teaching of programming in schools. Since it was released in 2012, 

this product has gained a lot of popularity due to its small size, cost, portability, and its high 

programming and connectivity capabilities. There are currently 9 versions of Raspberry Pi 

microcomputers with different features. Next, the characteristics of the three most suitable models 

for this work will be described comparatively. 

 

Video 

Camera 
Camera All 

Video 

Camera 

Azure IoTEdge Runtime 

Azure IoT Edge Device 

 

Azure IoT Hub 

I/O HTTS 

messages 
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All of them are the same size (of a credit card) and require a 5V power supply and are equipped 

with a CSI port for connecting the Pi camera, as well as a DSI port for connecting a touch screen. 

They also have a port for Micro SD cards to load the operating system and store data. The 

recommended operating system for normal use of the Raspberry is Raspberry Pi OS (previously 

called Raspbian) and it is based on Linux. The recommended programming language for working 

with the Pi is Python. 

In addition, they have 40 GPIO (general-purpose input/ output) pins that allow connections with 

external input and output elements to perform a wide range of diverse functions. 

 

Figure 4: Description of the GPIO pins of the Raspberry Pi 

Camera:Webcams that connect through USB often have a lower overall quality compared to 

camera modules which connect via the CSI interface. They cannot be controlled using raspistill and 

rasivid commands in the terminal, nor can they be controlled using the picamera recording package 

in Python. Neither of these options are available. Nevertheless, there could be reasons why would 

want to connect a USB camera with Raspberry Pi. One of these reasons may be the advantage that it 

is much simpler to set up several cameras with a single Raspberry Pi. Another reason may be the 

convenience of the connection. 

There are numerous libraries that allow the efficient management of the camera, among which the 

Python PiCamera library stands out. It is also possible to work with an external camera connected 

via USB, or even both can be used. 

 

Figure 5: Raspberry Pi with the PiNoIR camera attached. 
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Results and Discussion: 

The original dataset was used as a starting point for the creation of this new dataset, which was 

developed utilising offline augmentation. Photos of five different crops—apple, maize, grape, 

potato, and tomato—comprising a total of 31,397 photographs are taken into account. These images 

include both healthy and sick examples of each crop. Images of six different crop types were 

analysed and divided into healthy and unhealthy categories. Six of these 12 classes feature 

photographs of diseases, whereas the other six classes each have images of healthy people. 

Figure 6 provides an explanation of the Azure IoT edge runtime solution, including the two 

modules that we developed to execute. 

 

Figure 6: Azure IoT edge runtime 

Figure 7 shows the running status of IoT edge devices in IoT hub. Once login to the IoT device, 

type ―sudo iotedge list‖ will provide the running status of devices. The below screenshot is taken 

from MobaXterms screen.  

 

Figure 7: Running status of IoT edge devices in IoT hub 
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Figure 8 shows how modules are connected each other in vs code.  

 

Figure 8: Modules connection VS code 

Figure 9shows example of the classification result of each leaf image. The below table divided into 

4 columns. The first column explains the type of leaf image, second column shows the original 

image, third column shows the camera captured image which runs under IoT edge device, and 

finally last column shows the result of IoT Hub. 

Type of 

Leaf 

Original Leaf 

Image 

Image captured by 

IoT edge Runtime 
Results from IoTHub Monitor 

Apple 

Healthy 

   

Apple 

Diseased 

   

Potato 

Healthy 

   

Potato 

Diseased 
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Mango 

Healthy 

   

Mango 

Diseased 

   

Gauva 

Healthy 

   

Gauva 

Diseased 

   

 

Figure 9: example of the classification result of each leaf image 

Figure 10 show the performance evaluation metrics from custom vision image classifier model. For 

proposed model precision is 96.7, recall is 100 and mean average precision is 98.9, which are better 

than existing techniques. 

 

 

Figure 10: performance evaluation metrics from custom vision 
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Conclusion: 

One of the alternatives that farmers have at their disposal for the early diagnosis of illnesses is 

disease identification. This particular instance of the issue is not the only one. For the farmer's 

agricultural area to produce a higher yield, the right kind of fertilizer, insecticides, and crops are 

required, among other things. This strategy suggests using an AI system that is based on a custom 

vision analysis, with the addition of IoT for further benefit. The proposed system produced better 

results when compared to existing methods. The system generated accurate results result with less 

time which increased real time plant disease detection. The farmers can easily use this system to 

produce the high results.  

Future Scope: 

Take into consideration all of these criteria, getting the correct results for the case of disease 

detection. This is due to the fact that several situations, such as illumination and backdrop, are 

controlling components of the case. In the future, it is probable that illnesses such as foot rot, grain 

rot, and bacterial sheath may become widespread. It is necessary to identify the plant diseases using 

a variety of other methods as well. In this day and age of technology, everyone has access to a 

mobile phone for their own use. Despite this, the user interface for agricultural-related software is 

insufficient. There is a pressing need for the development of mobile apps that would assist farmers 

in diagnosing illnesses in plant leaves on their own in order to provide immediate treatments. 
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