
Mathematical Statistician and Engineering Applications 
ISSN: 2094-0343 

2326-9865 

 
448 Vol. 70 No. 2 (2021) 

http://philstat.org.ph 

 

A Comparitive Analysis of Customer Behaviour Using Sophisticated 

Machine Learning 

Dr. E. Nagarjuna1, Dr. M. Suresh2, L. Eswaramma3, P. Kiran4, M. Akshitha Laasya5 

1, 2, 3, 4, 5Department of Computer Science and Engineering 
1, 2, 3,4QIS College of Engineering and Technology, Ongole, Andhra Pradesh, India 

5CVR College of Engineering 

e.nagarjuna@qiscet.edu.in1, csehod@qiscet.edu.in2, eswaramma.l@qiscet.edu.in3, 

kiran.palakeeti@qiscet.edu.in4, 20B81A1206@cvr.ac.in5 

Corresponding Author Mail: qispublications@qiscet.edu.in 

 

Article Info 

Page Number: 448 - 459 

Publication Issue: 

Vol 70 No. 2 (2021) 

 

 

Article History 

Article Received: 

 05 September 2021 

Revised: 09 October 2021 

Accepted: 22 November 2021 

Publication: 26 December 2021 

Abstract 

Data is growing in leaps and bounds day by day with the rapid growth in 

cloud and internet technologies. Social media has become an integrated part 

of life as it is used to share content, opinions, reviews, suggestions etc. 

Anybody can voice out their opinions through social media. This data can be 

reused or analyzed to understand the customer and cater to his needs. In 

particular, e-Commerce platform enable the users to write product reviews to 

help other buyers purchase better products and be benefited from their 

opinions. The e-Commerce platform can also mine the data for sentiment 

analysis to understand the customer opinion and build recommendation 

systems to understand the customer needs and suggest products. 

Recommendation systems give a personalized shopping experience to users 

and there by increases sales and profits. In this project we use n-gram 

analysis to understand the data in the dataset and then apply multiple 

machine learning algorithms to the selected dataset to identify the 

appropriate classification algorithm that gives the best accuracy. We also try 

to build a recommender system that uses collaborative filtering to 

recommend appropriate products as per the customer needs.  

Keywords: Data Visualization, Sentiment Analysis, Machine Learning, 

Natural Language Processing 

 

 

I INTRODUCTION 

Data is growing at a rapid rate due to social networking. Many users tend to voice their opinions on 

multiple topics and events in the form of reviews, blogs, tweets, posts etc. E-Commerce platforms 

enable their customers to post reviews about the performance and quality are various products that 

are being sold on the website. When customers give feedback about the products, it will help other 

customers make purchasing decisions. E-Commerce platforms and also take appropriate actions to 

maintain the quality of products that are being sold on their website. By analyzing the multiple 

reviews that are given to a product, the e-Commerce platform can find out the overall sentiment of 

the customers associated with that product. The e-Commerce platform can thus make a decision to 

keep a product are not based on the user sentiment. This will help to maintain the goodwill, quality 

of products which in turn improves the business of the e-Commerce platform. However, the 

reviews associated with the products might be thousand in numbers and it is not possible to 
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manually find the overall user sentiment as the system need to understand human language. 

Machine learning techniques and natural language processing techniques help in achieving this 

tedious task. In this project, we try to build a web application and a machine learning model that 

can accurately predict the sentiment from the review and a recommender system that can 

recommend suitable products to the customers.   

Aim of the Project 

We aim to extract the sentiment of the user for a particular product from the user review and get 

recommendations for users based on their purchases on the e-commerce platforms. The dataset used 

for this purpose is Amazon Reviews dataset and it is given to the developed machine learning 

model for training. 

Scope of the Project 

In this project, the accuracy of the developed machine learning model is calculated and compared 

with other machine learning algorithms and list of recommended products based on user processes 

is prepared. The admin of the application uploads and analyzes the data set and compare set with 

multiple machine learning algorithms. The process of maintaining users and their purchases on the 

e-Commerce platform does not fall under the purview of this project. 

II LITERATURE SURVEY 

“Consumer Behavior Modeling Based on Social Psychology and Complex Networks” 

Bringing novelty in the services that an organization offers requires the clients to accept the 

changes. It is difficult to assess if a client would accept changes are not. This paper aims to bring 

about a new customer behavior framework which contains agents in a consumer network. This 

framework uses snowball sampling techniques. The remarkable of differentiating technologies that 

are used in this paper are social psychology and versatile networks.  

“Modeling prediction in recommender systems using restricted Boltzmann machine” 

Combined or collaborative filtering is a powerful technique that forms the core of recommender 

systems which in turn used in marketing of products to the internet users. This paper elaborates on 

controlled Boltzmann machine for combined filtering and suggests neighborhood and condition 

based model based on similarity and relevance scores. The evaluation of this model has been done 

based on hidden unit’s rate of information and initializing functions. When a data set that has 22 

million rows has been fed to the proposed model, it has achieved an accuracy of 78.5% in 

predicting user priorities in the recommended commercials. 

III SYSTEM ANALYSIS 

.Existing system: 

Now a days, if an organization has to increase its profits, it has to understand the user intentions 

while trying to search or buy a product on the e-commerce websites. By understanding the user 

intentions and suggesting products, the organizations will be able to increase their sales and profits. 

However, in the existing scenario, the e-commerce websites are unable to accurately predict the 
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user requirements and unable to collate the user opinions about products based on reviews. We 

need to make use of sophisticated machine learning procedures like as Natural Language 

Processing (NLP) 

Disadvantages: 

• Not accurate 

• Not capable of gathering consolidated user opinion or suggest products. 

Proposed System: 

In this project, we propose to develop an application that has the capabilities to suggest products 

based on consumer opinions and interests. We utilize the sophisticated machine learning techniques 

such as NLP to identify the sentiment of the user for a particular product based on the review. We 

also use collaborative filtering technique in our recommendation system to suggest products to 

users based on user purchases. These recommendations or suggestions can help them buy more 

products and thereby increase the sales. 

Advantages: 

• Automated recommendation system 

• Improves sales and profits 

IV IMPLEMENTATION 

In order to implement the proposed application, we have divided it into 2 modules: 

1. Admin 

2. Consumer 

Admin Module: 

The admin of the application is accountable for performing the below actions: 

1. Uploading the dataset 

2. Statistical analysis of user opinions to gather the sentiment. 

3. Development of machine learning model for sentiment analysis and recommender systems. 

4. Evaluate the performance of various machine learning algorithms on the amazon products 

dataset. 

Consumer Module: 

The consumer of the system can utilize the machine learning services that are offered like: 

1. Logging into the system 

2. Write reviews for products and get the sentiment of the review. 
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3. Get product suggestions for purchase based on userId 

IV SYSTEM DESIGN 

Fig 1: Architecture diagram: 

 

Fig 2 : SEQUENCE DIAGRAM: 
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Fig 3: Data Flow Diagram: Admin 
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Fig 4: Data flow Diagram: User 

 

V PROJECT EXECUTION 

Fig 5: Negative Bigram: 
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Fig 6: Negative Trigram: 

 

Fig 7: Compare Algorithms: 

• Logistic Regression: 

 

Fig 8: Decision Trees: 

 

Fig 10: K-Nearest Neighbour: 
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Fig 12: Support Vector Machine: 

 

Fig 9: Naive Bayes: 

 

Fig 11: Evaluate Algorithms: 

 

Fig 13:Sentiment Prediction 
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Fig 14: Product Recommandaion 

VI CONCLUSION 

The main objective of this project is to enable the eCommerce website to track customer 

experience, understand user opinion and suggest products based on consumer interest. This in turn 

would help to devise marketing strategies and business plans so as to improve their sales and 

profits. By analysing the reviews and search criteria the organisation can tap into the insights of 

customer opinions and interests. However, this would need sophisticated machine learning 

techniques such as NLP to gather customer opinion and suggest products based on their interests. In 

this project, we have used various machine learning techniques to get the sentiment of a product 

and set the data set to multiple machine learning algorithms to evaluate the accuracy. We observe 

that linear SVM give the best accuracy when compared to other algorithms and the recommender 

system employs kNN and prior algorithm. We also observed that the system performs better when 

compared to the existing systems. We have also deployed web application that enables the users to 

check the sentiment of a product based on product review and retrieve list of products that can be 

recommended to a particular user. 
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