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Abstract 

Due to flexibility of payments the utilization and acceptance of credit 

cards is growing day by day. Additionally, the government is also forcing 

to transect through the online channels. This will help to improve 

transparency in payment systems. But the cases of financial fraud are also 

increasing. There available systems for credit card fraud detection are 

suffering to deal with the highly noisy data. Therefore we proposed a 

dataset quality enhancement technique. The proposed technique utilizes 

chi-square test, missing value handling, MTD technique for 

dimensionality reduction and regression technique for outlier detection. 

After enhancing the quality of data we utilize the refined data with the two 

machine learning algorithms namely Xgboost and Convolutional Neural 

Network (CNN). The experiments are carried out and performance is 

measured in terms of accuracy and training time. The comparative results 

demonstrate the Xgboost and CNN both are providing accuracy up 99% 

but the time utilization of CNN model is higher as compared to XgBoost. 

Keywords: Machine Learning, Classification, Credit Card Fraud 

Detection, Machine Learning Application, Supervised and Unsupervised 

Learning, Comparison. 

 

I. INTRODUCTION  

Credit card is one of the leading payment methods. The credit cards are accepted worldwide 

and can be utilized in different kinds of transactions. But sometimes the transactions are 

made through secure channels and sometimes the payment is done through the unsecured 

channels. The unsecured payment channels are highly risky to compromise with financial 

fraud through false credit card transactions. Such kind of fraud transactions can damage the 

reputation of banking company as well as causes the significant financial losses. Therefore, 

credit card detection is an essential application of banking system. In this context, a number 

of works is done by contributors to detect a fraud transaction. Most of the work is based on 

Machine Learning (ML). The ML techniques have the ability to analyse large amount of data 

and accurately detect the required information. But the source of experimental dataset is 

limited and dataset is noisy. Therefore, we need an effective technique to accurately detect 

the fraud transaction.  

In this paper, the main aim is to study the data noise and outlier detection problems in credit 

card fraud detection. The outlier is a classical machine learning issue in data analysis. The 

sudden spike on data or downfall will misleads the training of classifier and can increase 

misclassification rate. Therefore, in this paper we will work to enhance the quality of data to 

make it outlier free which will help to improve the true fraud detection. In this section we 
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discuss the primary aim of the proposed work involved in this paper. The next section covers 

the proposed solution of this problem. The next section described the experimental results 

and the measured performance. Finally, the conclusion will be made and future work is also 

discussed.       

 

II. PROPOSED WORK    

 

In an ML model a suitable experimental dataset is an essential component. Therefore we have 

found the dataset from Kaggle which is in explained form. This dataset contains credit card 

transactions of European cardholders of September 2013 and has 492 fraud transactions 

recorded among a total of 284,807 transactions. The dataset is not containing specific 

attribute names due to security reasons. Additionally, the dataset values are transformed using 

Principle Component Analysis (PCA). Only 'Time' and 'Amount' is disclosed.  

 
Figure 1: Shows the ranking of attributes based on p value 

 

The transactions are labelled with a 'Class' variable and has a value of 1 for fraud and 0 for 

legitimate. Additionally, the dataset has a total of 30 attributes. Therefore, we performed chi-

square test between the classes and the dataset attributes. The chi-square test provides two 

components chi-square score and p values. The sorted p values-based attribute ranking is 

demonstrated in figure 1. 

According to the p values the attributes 'V23', 'V22', 'V28', 'V25', and 'Amount' has been 

selected for further experiment. Additionally, we have removed the less significant attributes, 

and the remaining 5 attributes and a class attribute is going to be used. Let this remaining 

credit card data set is D, which have a set of finite attributes such that D = {D1, D2, … , Dn} 

with a decisional attribute class a C. But the dataset may contain missing value therefore a 

new data set Da is generated by replacing the frequent value of the attribute. The following 

process is implemented as described in table 1. 

 

 

 

http://philstat.org.ph/


Vol. 71 No. 4 (2022) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

10124 

Table 1: Missing Value Handling 

Input: Dataset 𝐷𝑎 

Output: clean Dataset 𝐷𝑐 

Process: 

1. [𝑐𝑜𝑙, 𝑟𝑜𝑤] = 𝑅𝑒𝑎𝑑𝐷𝑎𝑡𝑎𝑠𝑒𝑡(𝐷𝑎) 

2. 𝑓𝑜𝑟(𝑖 = 1; 𝑖 ≤ 𝑐𝑜𝑙; 𝑖 + +) 

a. 𝑓 = 𝐺𝑒𝑡𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑡(𝐷𝑎[𝑖]) 

b. 𝑓𝑜𝑟(𝑗 = 1; 𝑗 ≤ 𝑟𝑜𝑤; 𝑗 + +) 

i. 𝑖𝑓 𝐷𝑎[𝑖][𝑗] ==

𝑛𝑢𝑙𝑙 ||  𝐷𝑎[𝑖][𝑗] = 𝑁𝑎𝑁   

1. 𝐷𝑎[𝑖][𝑗] = 𝑓 

ii. End if 

c. End for 

d. 𝐷𝑐 . 𝐴𝑝𝑝𝑒𝑛𝑑(𝐷𝑎[𝑖]) 

3. End for 

4. Return 𝐷𝑐 

The dataset 𝐷𝑎 is first read to get the dimension of data the total number of rows and columns 

are calculated first. Now for each attribute we calculate the most frequent symbol or value. 

Now using these frequently identified values we replace the NaN and Null value. After 

replacing all the missing values we found a new refined dataset 𝐷𝑐. But, due to PCA-based 

transformed values, the data has “+” positive as well as negative “-” values. Therefore, we 

scale the entire dataset values between 0-1. In this context, we utilized min-max 

normalization. The steps used for normalizing the dataset are given in table 2. 

Table 2: Dataset Normalization 

Input: dataset 𝐷𝑐 

Output: normalized dataset 𝐷𝑛𝑜𝑟𝑚 

Process: 

1. [𝑐𝑜𝑙 𝑟𝑜𝑤] = 𝑟𝑒𝑎𝑑𝐷𝑎𝑡𝑎𝑠𝑒𝑡(𝐷𝑐) 

2. 𝑓𝑜𝑟(𝑖 = 1; 𝑖 ≤ 𝑐𝑜𝑙; 𝑖 + +) 

a. 𝑚𝑎𝑥 = 𝑓𝑖𝑛𝑑𝑀𝑎𝑥(𝐷𝑐[𝑖]) 

b. 𝑚𝑖𝑛 = 𝑓𝑖𝑛𝑑𝑀𝑖𝑛(𝐷𝑐[𝑖]) 

c. 𝑓𝑜𝑟(𝑗 = 1; 𝑗 ≤ 𝑟𝑜𝑤; 𝑗 + +) 

i. 𝑣𝑎𝑙 = 𝐷𝑐[𝑖][𝑗] 

ii. 𝑛𝑒𝑤𝑉𝑎𝑙 =
𝑣𝑎𝑙−𝑚𝑖𝑛

𝑚𝑎𝑥−𝑚𝑖𝑛
 

iii. 𝐷𝑛𝑜𝑟𝑚[𝑖][𝑗] = 𝑛𝑒𝑤𝑉𝑎𝑙 

d. End for 
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3. End for 

4. Return 𝐷𝑛𝑜𝑟𝑚  

According to the given process the dimension of 𝐷𝑐 additionally values are normalized for 

creating a new dataset 𝐷𝑛𝑜𝑟𝑚. Now in order to increase separability of dataset we need to find 

the overlapped attributes. The overlapping attributes may negatively impact on classification 

accuracy. In this context therefore here the Mega Trend Diffusion (MTD) is used to analyse 

the dataset. 

 

Figure 2 MTD function 

The MTD is a fuzzy based technique for finding the samples which are overlapped each 

other. In order to explain this concept let the attribute A = {A1, A2, … , An}, with two 

boundary conditions “a” and “b”. The approximation of these conditions is performed using 

equation (1) and (2): 

𝑎 = 𝑢𝑠𝑒𝑡 − 𝑠𝑘𝑒𝑤𝐿 ∗ √(−2) ∗
𝑠𝑎2

𝑁𝐿 ∗ ln(𝑓(𝑡))
…… . (1) 

𝑏 = 𝑢𝑠𝑒𝑡 − 𝑠𝑘𝑒𝑤𝑈 ∗ √(−2) ∗
𝑠𝑎2

𝑁𝑈 ∗ ln(𝑓(𝑡))
…… . . (2) 

Where,  

𝑢𝑠𝑒𝑡 =
𝑚𝑖𝑛 +𝑚𝑎𝑥

2
…… . . (3) 

𝑠𝑎
2 = Variance of attribute 𝐴𝑖 

𝑁𝐿= the number of data points smaller than 𝑢𝑠𝑒𝑡 

𝑁𝑈= the number of data points greater than 𝑢𝑠𝑒𝑡 

 

𝑠𝑘𝑒𝑤𝐿 =
𝑁𝐿

𝑁𝐿 + 𝑁𝑈
…… . . (4) 

And,  

𝑠𝑘𝑒𝑤𝑈 =
𝑁𝑈

𝑁𝐿 + 𝑁𝑈
…… . . (5) 
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And, 𝑓(𝑡) is a real number greater than 0.  

Next we define the MTD as membership function, which is denoted by 𝑚(𝑥) as given in 

equation (6).  

𝑚(𝑥) =

{
 
 

 
 
𝑥 − 𝑎

𝑢𝑠𝑒𝑡 − 𝑎
, 𝑎 ≤ 𝑥 ≤ 𝑢𝑠𝑒𝑡

𝑏 − 𝑥

𝑢𝑠𝑒𝑡 − 𝑏
, 𝑢𝑠𝑒𝑡 ≤ 𝑥 ≤ 𝑏

0,                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

…… . . (6) 

Now, we need to calculate the overlap area to and deciding the high or low overlapped area. 

In our experimental dataset credit card fraud detection we have two classes F for fraud and T 

for legitimate. The area of MDT function of attribute 𝐴𝑖 is 𝛽𝐴
𝑖  and for the same 𝐴𝑖 for class B 

is given by 𝛽𝐵
𝑖 . Then the overlapped area of class F and T is 𝛽𝑂

𝑖 . Thus the rate of overlap of 

class F is given by 𝛽𝑂
𝑖 𝛽𝐴

𝑖⁄  and for class T is 𝛽𝑂
𝑖 𝛽𝐵

𝑖⁄ . Then degree of overlap is calculated by 

equation (7).   

𝑂𝐷𝑖 = √
𝛽𝑂
𝑖

𝛽𝐴
𝑖
∗
𝛽𝑂
𝑖

𝛽𝐵
𝑖
…… . . (7) 

Then a threshold for 𝑂𝐷𝑖 is calculated as the mean of 𝑂𝐷=(𝑂𝐷1, … , 𝑂𝐷𝑖, …𝑂𝐷𝑛). The 

corresponding attributes are defined as having low overlap when less than threshold 𝑇: 

𝑇 =
1

𝑛
∑𝑂𝐷1 + 𝑂𝐷𝑖 + 𝑂𝐷𝑛
𝑛

𝑖=1

…… . . (8) 

The high and low overlap area is defined by using. 

{
𝑂𝐷𝑖 < 𝑇,        𝐿𝑂

𝑂𝐷𝑖 > 𝑇, ℎ𝑂
…… . . (9) 

The overlapping condition shows the quality of data attributes. However, the MTD technique 

involves two different processes to deal with high and low overlap data. But in this 

experiment the less overlapped attributes are considered for performing the training. In this 

context only low overlapped attributes 'V23', 'V22', 'V28', 'V25', and 'Amount' has been 

selected for further experiment. Further for improving the data quality the outlier analysis 

performed. The outlier is the data points that are not in a regular manner or providing 

misleading patters. Basically it can be an spike or downfall in trend. Therefore, the data is 

used with the regression analysis for discovering the outlier points. The regression analysis is 

used to measure: 

[𝑅, 𝑅𝑖] = 𝑟𝑒𝑔𝑟𝑒𝑠𝑠(𝐷) 

Where, 𝑅 is residual of size n-by-1, 𝑅𝑖 is n-by-2 matrix of intervals used to diagnose outliers.  
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If interval 𝑅𝑖 (i, :) for observation i does not include zero, therefore residual is larger than 

expected in 100*(1-alpha)% is suggested as outlier. In figure 3 the outlier is demonstrated as 

red line plot. Additionally the green lines show the regular patterns.  

 

Figure 3: Outlier Detection 

Therefore, outlier is a type of error located in the given data set. In order to the dataset by 

eliminating the outlier points we follow a step of process as given in table 3. The given 

algorithm accept the dimensionality reduced dataset 𝐷𝑟𝑒𝑑 and generate the outlier free data 

𝑃𝑜𝑢𝑡. In this context, the dataset each instance is verified using the residual values. If residual 

both the intervals are below or higher than zero then the data instance is considered as outlier. 

Table 3 outlier detection 

Input: reduced dimension of data 𝐷𝑟𝑒𝑑 

Output: outlier points 𝑃𝑜𝑢𝑡 

Process: 

1. [𝑐𝑜𝑙 𝑟𝑜𝑤] = 𝐷𝑎𝑡𝑎𝑟𝑒𝑎𝑑(𝐷𝑟𝑒𝑑) 

2. [𝑅, 𝑅𝑖] = 𝑟𝑒𝑔𝑟𝑒𝑠𝑠(𝐷𝑟𝑒𝑑) 

3. 𝑓𝑜𝑟(𝑖 = 1; 𝑖 ≤ 𝑟𝑜𝑤; 𝑖 + +) 

a. 𝑖𝑓(𝑅𝑖,1 ≤ 0 𝑎𝑛𝑑 𝑅𝑖,2 ≤ 0) 

i. 𝑃𝑜𝑢𝑡. 𝐴𝑑𝑑(𝐷𝑟𝑒𝑑[𝑖]) 

b. 𝑒𝑙𝑠𝑒 𝑖𝑓 (𝑅𝑖,1 ≥ 0 𝑎𝑛𝑑 𝑅𝑖,2 ≥ 0) 

i. 𝑃𝑜𝑢𝑡. 𝐴𝑑𝑑(𝐷𝑟𝑒𝑑[𝑖]) 

c. End if 

4. End for 

5. Return 𝑃𝑜𝑢𝑡 

After preparing the final data we utilize two machine learning algorithms Xgboost and CNN 

to utilize for training and classification. This section provides the details about the prepared 
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credit card fraud detection technique. The next section discusses the experimental results of 

the prepared system. 

III. RESULTS & DISCUSSION 

In this experiment we are investigating the data enhancement techniques therefore four 

different techniques are utilized. First the chi-square test is used to reduce the dimensions of 

the data. Next, the problem of missing values is handled. Further the MTD function is used to 

identify the highly overlapped attributes for reducing the dimensions more. Next, outliers are 

removed from the data by using regression analysis. Finally the enhanced data is utilized for 

training of ML algorithms and performing classification task. Finally, the performance of the 

machine learning algorithms is measured in terms of accuracy and training time to compare 

and identify the appropriate approach for credit care fraud detection.   

The performance in terms of accuracy is given in figure 4. The accuracy is the ratio of 

correctly recognized fraud cases out of total observations are provided for recognition. It can 

be measured using the equation (10): 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑

𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
…… . . (10) 

Next parameter is training time, which is defined as the total amount of time taken for 

performing training. Thus it can be described as the time difference between training start 

time and training completing time. That can be calculated using equation (11): 

𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 = 𝑒𝑛𝑑 𝑡𝑖𝑚𝑒 − 𝑠𝑡𝑎𝑟𝑡 𝑡𝑖𝑚𝑒…… . . (11) 

 
Figure 4 shows the performance of the proposed credit card fraud detection model in terms of 

(A) accuracy and (B) training time 

The accuracy of the proposed model using both the classification algorithms is demonstrated 

in figure 4(A). The X axis shows the training and testing validation samples ratio and Y axis 

shows the results in terms of accuracy. According to the results, the Xgboost and CNN both 

algorithms are providing higher classification accuracy. But the CNN provides more accurate 

classification. 
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Next figure 4(B) shows the training time of both the algorithm over the enhanced dataset. The 

training time is measured in terms of seconds. The Y axis contains the training time and the X 

axis shows the training and validation samples. According to the results the CNN algorithm 

requires more time for training as compared to XgBoost algorithm.  

VI. CONCLUSIONS 

The credit card frauds are one of the crucial issues for a banking company for their reputation 

and finance. Therefore, banking companies monitors the credit card transactions to identify 

the fraud transactions. In order to secure the credit card transactions ML based methods are 

mostly used. But, the recent techniques have suffered from noisy nature of credit card fraud 

dataset. Therefore, in this paper we work to reduce the noise from the dataset. The paper 

includes an algorithm for providing enhanced quality data in four steps. 

1. Chi-square test is carried out for selecting the most informative attributes from the 

dataset 

2. Next, an algorithm is implemented for identifying the missing values using the most 

frequent values in attribute  

3. A method is implemented for identifying the overlapping information based on 

attributes. Additionally based on ranking of overlapped attributes the dimensions of 

data is reduced  

4. Finally the residual analysis of samples was performed for identifying the outliers. 

The outlier detection is performed using the regression analysis. 

The obtained filtered data is used with two popular machine learning techniques for training 

and validation. Based on the experimental results the optimization of data will help to 

improve the classification accuracy as well as by reducing the dataset dimensions it also 

reduces the time consumption. 
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