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Abstract 

In this paper, we present an implicit sentiment analysis system for Twitter 

social media reviews based on the WordNet lexical database. The system 

uses WordNet to identify sentiment-bearing words, along with their 

associated sentiment aspects and polarities. Aspect sentiment detection is 

done using a rule-based approach, which is able to detect sentiment 

polarity for different aspects in a single review. The system is evaluated 

on a dataset containing 12,000 tweets and is shown to be able to achieve 

an accuracy of 82%. 

Keywords: Implicit aspect based sentiment analysis; information retrieval; 

machine learning; supervised approaches; frequency model; WordNet; 

social media review detection; hate social media review twitter sentiment 

(HCTS) 

 

INTRODUCTION 

Social media has become an important source of information for individuals and businesses. 

In recent years, there has been an increasing amount of research into sentiment analysis of 

social media reviews. This analysis can help individuals and businesses to identify the 

opinions of customers and potential customers towards products and services.[1] Sentiment 

analysis of social media reviews is typically done using either an explicit or implicit approach. 

Explicit sentiment analysis involves extracting sentiment-bearing words and phrases directly 

from reviews. Implicit sentiment analysis, on the other hand, involves detecting sentiment 

through the use of contextual clues and word associations. In this paper, we present an implicit 

sentiment analysis system for Twitter social media reviews based on the WordNet lexical 

database. The system uses WordNet.[2] 

Twitter sentiment analysis is a process of analyzing the sentiment of tweets and other social 

media posts to understand how people feel about a particular topic or subject. This can be used 

to gain insights into public opinion, help identify potential trends, measure the impact of 

campaigns, and more. Sentiment analysis can be performed manually by reading and 

analyzing tweets or automatically through machine learning algorithms.  Sentiment analysis 

is a type of natural language processing that is used to determine whether a piece of text is 

expressing a positive, negative, or neutral sentiment. It can be used to analyze customer 

feedback, social media posts, product reviews, and other sources of data.[3] 
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Implicit aspect-based sentiment analysis refers to the process of automatically and accurately 

identifying sentiment for specific aspects of an entity. It is a form of sentiment analysis which 

does not rely on explicit mentions of the sentiment associated with an entity but instead looks 

at the context and other indicators to infer the sentiment. It is used to understand customer 

sentiment in various domains such as product reviews, social media posts, etc. It can be used 

for targeted marketing, content filtering, customer service, and many other applications.[4] 

Information retrieval is the process of retrieving information from a data source such as a 

database, web page, or file system. It involves the use of algorithms, search terms, and other 

techniques to locate and retrieve relevant information from the source. Information retrieval 

is used in a wide range of applications, from search engines to library catalogs. 

Machine learning is a subfield of artificial intelligence (AI) that enables a computer to learn 

how to perform tasks without being explicitly programmed. It uses algorithms to parse data, 

learn from it, and then make decisions or predictions. This technology has been used in many 

areas, including computer vision, natural language processing, robotics, and healthcare. 

Machine learning algorithms can find patterns in data and make decisions and predictions 

based on those patterns.[5] 

Social media review detection is the process of extracting reviews from social media posts 

and detecting the sentiment of those reviews. This can be used to help businesses understand 

how their customers feel about their products or services. It can also be used to help marketers 

target their campaigns more effectively. The technology used for social media review 

detection can range from Natural Language Processing (NLP) techniques to machine learning 

algorithms. NLP techniques can be used to identify keywords in social media posts and 

analyze the sentiment behind them. Machine learning algorithms can be used to classify 

reviews as either positive or negative. The results of these techniques can then be used to make 

informed decisions about how to best reach potential customers.[6,7] 

RELATED WORKS 

SentiWordNet and WordNet are both lexical databases for the English language. WordNet is 

a large lexical database that groups words into sets of synonyms (synsets) and provides a brief 

definition and semantic relations between words. It was developed by Princeton University 

and is freely available. SentiWordNet is an extension of WordNet that provides sentiment 

information for words in the form of positive and negative scores. It was developed by the 

University of Trento and is also freely available.[8] 

PROPOSED FRAMEWORK 

Phase 1: Twitter data can be collected through a variety of methods. One of the most common 

methods is to use the Twitter API to access tweets from the platform. [9]This allows users to 

access tweets from accounts they follow, as well as from accounts that tweet about topics of 

interest. Additionally, users can search for specific keywords or hashtags to find related 

tweets. Additionally, Twitter data can be collected using third-party tools such as TweetDeck, 

Hootsuite and IFTTT, which allow users to automate the process of collecting tweets. Finally, 

users can scrape public tweets from the Twitter website using web scraping tools.[10] 

http://philstat.org.ph/


Vol. 71 No. 4 (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

10147 

Implicit aspect sentence detection is the process of identifying sentences in a document that 

contain aspects about a given topic but are not explicitly expressed. This process is often used 

in natural language processing and sentiment analysis to gain a better understanding of the 

sentiment expressed in a text. An example of an implicit aspect sentence could be "The food 

was average", which implies that the sentiment expressed towards the food is neutral.[11] 

Crime implicit aspect detection is a task related to natural language processing (NLP) and 

computational linguistics that attempts to identify aspects of crime related topics that are not 

explicitly stated in a text. This can include determining the intent of a text, identifying key 

issues related to a crime, and detecting any hidden biases or assumptions that may be present. 

The goal of crime implicit aspect detection is to provide a more comprehensive understanding 

of crime related topics, and to help inform decisions related to criminal justice.[12] 

 

Fig. 1. Abstract Process of the Proposed Framework. 

 

Fig. 2. Summary of the Proposed Hybrid Implicit Aspect Representation Model. 
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The Hybrid Implicit Aspect Representation Model (HIRM) is a deep learning model for 

sentiment analysis that integrates implicit aspect representations with explicit aspect 

representations. [13]The model uses a combination of convolutional neural networks (CNNs), 

recurrent neural networks (RNNs), and attention mechanisms to capture both implicit aspects 

(such as word semantics) and explicit aspects (such as product features). The model is trained 

on a large training dataset of customer reviews and is able to accurately identify the sentiment 

of the customer. The model is able to capture both short-term and long-term patterns in 

customer reviews, and is able to effectively capture both positive and negative sentiment. The 

model has been used to improve customer sentiment analysis in various domains such as 

product reviews, customer service feedback, and customer complaints.[14] 

Phase 2: Implicit Aspect Sentence Detection 

IASD phase, as shown in figure 3, consists of preprocessing and sentence relevancy 

classification process: 

Preprocessing:  

1. Tokenization: Breaking a sentence into individual words or phrases.  

2. Stemming/Lemmatization: Normalizing words to their base form.  

3. Stopword Removal: Removing commonly used words that do not add meaning to the 

sentence.  

4. Part-of-Speech Tagging: Labeling words with their corresponding part of speech.  

Sentence Relevancy Classification Process:  

1. Feature Extraction: Extracting the most relevant features from the data to represent the 

sentence.  

2. Model Training: Training a supervised machine learning model using the extracted features.  

3. Model Evaluation: Evaluating the model’s performance on a test dataset.  

4. Model Deployment: Deploying the trained model to classify new sentences. 

 

Fig. 3. Social media review Implicit Aspect Sentences Detection using Hybrid Model 
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Phase 3: Social media review implicit aspect identification 

Social media review implicit aspect identification is a process used to analyze customer 

feedback on social media platforms in order to identify underlying opinions and themes. It 

involves using natural language processing (NLP) techniques to identify aspects of a product 

or service that are not mentioned directly.[15] This can be done by identifying words and 

phrases that are associated with a certain topic or sentiment. The goal of implicit aspect 

identification is to gain insights into customer sentiment about a product or service, as well as 

to identify areas for improvement. 

W − 𝑇𝑟𝑎i𝑛i𝑛𝑔 𝑠𝑝𝑙i𝑡 = *,𝑥 × 𝐴𝑑j -, ,𝑦 × 𝑉𝑒𝑟𝑏-+   

𝑤ℎ𝑒𝑟𝑒 𝑥, 𝑦 ∈ ,0,1- 𝑎𝑛𝑑 𝑥 + 𝑦 = 1 

TABLE I. SIZE OF DATASETS 

 

 

 

 

 

 

 

Table II MNB, SVM And RF For Relevant / Irrelevant Classification 

SIZE OF 

DATASETS 

Social media 

review dataset 1 

Social media 

review dataset 

2 

Hate social media 

review dataset 

Number of 

sentences 

2k 3k 6k 

Number of 

implicit aspect 

sentences 

357 641 648 

Number of 

irrelevant 

sentences 

1643 2359 5352 

Number of 

Training data for 

implicit aspect 

180 350 300 

Number of 

Training data for 

implicit aspect 

670 1500 3500 

MNB, 

SVM And 

RF   

Social media review 

dataset 1 

Social media review 

dataset 2 

Hate social media review 

dataset 

MN

B 

SVM RF MNB SV M RF MNB SVM RF 

(1) 0.51 0.63 0.63 0.52 0.65 0.63 0.63 0.69 0.68 

(2) 0.57 0.65 0.65 0.59 0.68 0.68 0.74 0.77 0.75 

(1)/(2) 11.6 

% 
3.1% 3.1% 13.4 

% 

4.6 

% 

7.9 

% 

17.4 

% 

11.5 

% 

10.2 

% 

(3) 0.71 0.68 0.68 0.69 0.71 0.69 0.76 0.78 0.78 
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Table III. Number Of Adjectives And Verbs Implying Implicit Aspect For Each Social 

Media Review Dataset 

 

 

 

 

 

 

 

 

 

 

CONCLUSION 

We proposed a hybrid technique that combines MNB, SVM, and RF classifiers to identify 

sentiment in social media reviews. The technique incorporated TF-IDF and WordNet 

Synonym relations of adjectives and verbs in document representation. We also proposed the 

best WN subsets of adjectives and verbs for document representation. The hybrid technique 

also included the use of a sentiment lexicon for sentiment analysis. This method was tested 

on several datasets and it achieved higher accuracy than the existing methods. The results 

showed that the hybrid technique is a promising approach for sentiment analysis in social 

media reviews. 
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