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Abstract 

Heart Rate (HR) is a basic and importantbiomarker that 

measures heart beat rates. This paper proposes HR estimation 

technique based on deep learning technique using 

Photoplethysmogram (PPG) signals. For reliable and accurate 

HR estimation, we propose a 1-Dimensional Convolutional 

Neural Network (1D-CNN) model which consists of 10 

convolutional layers and 2affine layers. To examine the HR 

estimation accuracy, cross validation for all possible 

combination of training and test data sets is performed. The 

programming tools are Python 3.7.5 andKeras 2.0. To avoid 

overfitting due to the small data set, data augmentation 

technique is incorporated. The loss function for training is the 

Mean Square Error (MSE), one of the famous errors for a 

regression problem. For verification performance, we measure 

Mean Absolute Error (MAE). According to the verification 

results, the proposed estimator shows an MAE of 1.23 Beats 

Per Minute (BPM). This results indicate that the proposed 

technique can be used as an alternative of the existing 

techniques. If the technique is applied to wearable devices, 

reliable day-and-night HR measuring can be possible. 

Keywords:1-dimensional, CNN, deep learning, heart rate, 

PPG 

 

 

1. Introduction  

Heart Rate (HR) is an important biomarker for representing health conditions and the unit is 

Beats Per Minute (BPM) (Acharya et al., 2006). For a normal person, the HR is around 70 to 

80 BPM in calm condition (Christofaro et al., 2017). HR is highly dependent of activities 

such as sleep, breathing, and physical exercise (Reimers et al., 2018). HR also depends on 

diseases (Kim et al., 2018). For instance, for people with arrhythmia, HR can increase 

abruptly (Hannun et al., 2019). High HR People have a higher possibility of cardiovascular 

disease and accordingly, the mortality rate can be higher than low HR people (Grande et al., 

206). Therefore, constant monitoring HR and finding HR anomalies quickly is important. 
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HR can be measured fromElectrocardiogram (ECG) or Photoplethysmogram (PPG) signals 

(Lu et al., 2009). Between them, PPG signal is easier to get with simple sensors. The PPG 

sensor measures the intensity of the reflected light after transmitting the light emitting diode 

(LED) to the skin. Information on the change in blood flow can be found in PPG signals 

(Temko, 2017). One beat of PPG has two peaks: systolic peak and diastolic peak (Yousef et 

al., 2012). Systolic peak is the peak corresponding to the heart pumping and is due tothe 

direct pressure wave moving from the left ventricle to the end of the body. The second peak 

is the result of reflection of the first wave by arteries. Therefore, the diastolic peak is much 

smaller than the systolic peak. Rarely, some people may have very large diastolic peak. HR 

can be measured by counting the systolic peaks, but when the diastolic peak is large and 

comparable to the systolic peak, double HR can be measured by counting both the systolic 

and diastolic peaks. Thus, care should be taken not to measure the diastolic pulse. 

This paper proposes a 1-Dimension Convolutional Neural Network (1D-CNN) (Eren et al., 

2018)(Kwon et al., 2020)that estimates HR reliably from the raw PPG signals. Deep learning 

techniques such as 1D-CNN learns from data, and if a lot of and various data are prepared, 

the deep learning can predict the HR reliably and stably. The PPG signals used in this paper 

have both normal signals with small diastolic peaks and abnormal signals with large diastolic 

peaks. Since the number of abnormal data can be insufficient, data augmentation is employed 

to increase the number of data. The model of the proposed 1D-CNN is composed often 

convolutional layers and two affine layers. To avoid any performance bias due to data 

selection, cross validation is performed for all possible data combination of training and test 

(Browne, 2000). According to the final performance verification through cross validation, the 

proposed technique hasan MAE of 1.23 BPM which is small enough to be used as a HR 

monitor. Thus, if the proposed technique is applied to wearable devices such as smart band or 

watch, HR can be accurately measured day-and-night. 

 

2. System Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 shows the system block diagram for HR estimator proposed in this paper. First, PPG 

signalsare divided into training and validation, and four combinations are used for cross  

Fig.1: Block Diagram of Proposed HR Estimation Technique 
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validation. Among PPG signals, those with abnormally large diastolic peaks are fewer than 

the normal signals so that the number of abnormal PPG signals increases by data 

augmentation technique. For all the augmented abnormal PPGs and normal PPGs, the 

proposed 1D-CNN is trained. The cross validation avoids the performance bias across the 

combinations of the training and test data. For all possible combinations, the verification 

performance is averaged. The averaged performance can demonstratemore reliable result. 

 

3. PPG Signal 

In this paper, HR estimation is based on the PPG signals. PPG is one of the methods of 

measuring movement of blood vessels. PPG measures the signal between the light source and 

the light receiver. Specifically, the PPG sensor measures the intensity of the reflected light 

after transmitting the light emitting diode (LED) to the skin. Information on the change in 

blood flow can be found in PPG signals.Therefore, it is possible to know heartbeat from the 

amount of blood flow changes. This is the reason how the HR measuring is possible with the 

PPG signals. The data used for training and verification are total 28,378 normal PPGs and 

188 abnormal PPGs. Each PPG signal is sampled with 50 Hz clock frequency and 10 seconds 

long.Consequently, the length of each PPG signal is 50 x 10 = 500 samples. 

 

3.1. Diastolic peak 

The largest peak of PPG signal is a systolic peak. Systolic peak is the output of a direct heart 

pressure moving from the left ventricle to the end of the body. In addition to the systolic peak, 

there is a small diastolic peak as well. Diastolic peak is the result of reflection of the systolic 

wave by arteries in the end of body. Fig. 2 shows examples for a normal PPG (left) and an 

abnormal PPG (right) where diastolic peaks are large, respectively. 

 

 

 

 

 

 

 

 

 

 

 

When the diastolic peak is unusually large as shown in the PPG on the right side of Fig. 2, 

not only the systolic peak but also the diastolic peak can be counted when HR calculation. In 

this case, a problem may happen that the HR estimate is twice the actual HR. Therefore, to 

identify the abnormal diastolic peak and estimate HR accurately, a lot of PPG signals for 

those abnormal signals should be prepared. To this end, data augmentation is performed to 

increase the number of abnormal PPG signals. 

 

 

Fig. 2: Two case of PPG: normal PPG (left) and abnormal PPG (right) 
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4. Data Augmentation 

Data augmentation is performed to prepare the training and verification data for the proposed 

1D-CNN. The objective of data augmentation is to increase the number of the abnormal 

diastolic PPG signals to make the numbers of normal PPGs and abnormal PPGs comparable. 

Data augmentation in image identification fields is a technique that increases the number of 

images by takingsmall changes such as rotation, zoom-in, zoom-out, and mirror symmetry. 

Data augmentation is anessential tool when there are only a few data in hand. For data 

augmentation, a window function is introduced. The window function used for data 

augmentation is written in (1). 

 

𝑊 𝑛 =  𝑃 ∗  𝑠𝑖𝑛 2 ∗ 𝜋 ∗ 𝐹𝑐 ∗ 𝑛 + 𝑂𝑓𝑓𝑠𝑒𝑡 + 10  for 𝑛 = 0, … ,499               (1) 

 

In (1), P is randomly selectedfrom 0.06 to 0.15, Fc  is from 0.3 to 3, and the Offset is from 

0.01 to 1. Some example shapes of 𝑊 𝑛  that is madeby (1) are shown in Fig. 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3:(a) original PPG signal (b)-(c) Two examples of W(n) (d)-(e) 

augmented PPG by multiplying W(n) with original PPG signal 
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In Fig. 3, the Fig. 3(a) is an original abnormal diastolic PPG signal, the Fig. 3(b) is W(n) 

obtained when P = 0.06, Fc=0.3 Hz, and the Fig. 3(c) is W(n) when P = 0.15 and Fc=3 Hz. By 

window function W(n) in (1), the amplitude ranges from a minimum of 0.54 to 0.66 to a 

maximum of 1.35 to 1.65. After obtaining the window function, the W(n) and the original 

PPG signal are sample-by-sample multiplied. The signal lengths of W(n) and the PPG are the 

same. By doing this multiplication, a different shape of PPG waveform is made from the 

original PPG waveform. The window function varies the amplitude of the original PPG signal. 

By doing this process many times, augmented signals are generated. The resulting signalsare 

used for training. Fig. 3(d) and 3(e) shows the augmented PPG signals of Fig. 3(b) and 3(c), 

respectively. Data augmentation is performed repeatedly for the abnormal PPG signals. The 

number of repetitions is 150, and as a result, the abnormal PPG signal is increased to 150 x 

188 = 28,200 signals from the 188 original signals.  

 

5. 1D-CNN 

This paper proposes an 1D-CNN (a type of artificial neural network) model for the HR 

estimation. CNN focuses on a local data, not the whole data. CNN is suitable for the highly 

correlated input signal. For example, CNN shows excellent performance in image 

identification. In other words, unlike the other deep natural networks, CNN maintains local 

information of input signal so that CNN is suitable for the locally correlated input signal such 

as pictures or correlated 1D signals. As shown in Fig. 3, PPG signal is locally correlated and 

hence, 1D-CNN is an appropriate choice. Since the PPG signal used in this paper can be 

viewed as one-dimensional image, 1D-CNN is used for the deep neural network. 

 

5.1. 1D-CNN design 

 

Layer Number of Parameters 

Conv. Layer 1 160 

Conv. Layer 2 4,128 

Conv. Layer 3 8256 

Conv. Layer 4 16,448 

Conv. Layer 5 32,896 

Conv. Layer 6 65,664 

Fig. 4: Proposed 1D-CNN 
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Conv. Layer 7 131,328 

Conv. Layer 8 262,400 

Conv. Layer 9 524,800 

Conv. Layer 10 1,049,088 

FC Layer 1 64,001,000 

FC Layer 2 1,001 

Total 66,105,105 

 

The proposed structure of the 1D-CNN is shown in Fig. 4. The 1D-CNN is composed of ten 

convolutional layers and twodense layers. In ten convolutional layers, the length of the 

convolution filter is all 4 (1x4). The number of filters is 32 in the 1st and 2nd layers, 64 in the 

third and fourth layers, 128 in the fifth and sixth layers, 256 in the seventh and eighth layers, 

and 512 in the ninth and tenth layers. The deeper the layer, the larger the number of 

convolution filters, which is a natural approach. The Max pooling is used only in the first 

convolution layer output to reduce the output size to 1/4. The output of the first affine layer is 

1,000, and the second affine layer output is 1, which is the estimated HR. Table 1 summarizes 

the number of learnable parameters of the proposed 1D-CNN at each layer. The first affine 

layer takes most of the number of parameters, and the total number of parameters is 

66,105,105. 

 

6. Training Method 

The neural net training is performed with the proposed 1D-CNN and the augmented PPG 

signals. The number of data used for training is 28,378 normal PPGs and 28,200 augmented 

abnormal PPGs. The programming tool for training and test are Python 3.7.5 and Keras 

2.0.For accelerating the computation, NVIDIA GeForce RTX 3090 is used. The mini-batch 

size, one of the hyper parameters, is 1,024 and the maximum epoch is 3,000. As an 

optimization algorithm, AdaGrad is used with initial learning rate of 0.0001. 

 

6.1. Training loss function 

The loss function for training is a Mean Square Error (MSE). MSE is the most commonly 

used loss function in training for regression problem to find the neural network parameters. 

The MSE is defined by an error or difference between the actual HR value and the predicted 

HR value. Since MSE squares the HR difference, MSE is more sensitively to outliers than 

Mean Absolute Errors (MAEs) which is absolute difference between the ground-truth HR and 

the predicted HR. The MSE is represented as 

 

𝑀𝑆𝐸 =
1

𝑛
  𝑦𝑖 − 𝑦𝑖  2𝑛

𝑖=1                                               (2) 

 

6.2. Cross validation 

Cross validation is a method of performance verification for fair comparison. When cross 

validation is used, reliability and fairnesscan be guaranteed. If cross validation is not 

performed, performance bias can occur because training and validation are performed only on 

a specific combination of training and validation data sets. By incorporating all possible 

Table. 1: The number of Parameter of Proposed 1D-CNN 
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combination of training and validation data set, fair performance can be obtained. Total PPG 

signals are divided into 3In this paper, training and validation data split3 to 1 for training and 

validation, respectively. Thus, there are four combinations of data split. Cross validation is 

performed by averaging the verification results for all the four combinations. Fig. 5 shows the 

structure of cross validation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5: Data Combination for Cross Validation 

 

7. Verification 

The accuracy of the HR prediction is measured by MAE. (3) is the formula of MAE. 

 

𝑀𝐴𝐸 =
1

𝑛
  𝑦𝑖 − 𝑦𝑖  𝑛

𝑖=1                                                (3) 

 

Cross validation performs training and verification for all possible four combinations in 

parallel. Table 2 is the final verification performance for each combination and averaging all 

the combinations. The averaged MAE is 1.23 BPM. 

 

Table. 2: Verification results by cross validation 

 Data 

Combination1 

Data 

Combination 

2 

Data 

Combination 

3 

Data 

Combination 

4 

Averaged 

MAE 

(BPM) 
1.19 1.33 1.22 1.21 1.23 

 

8. Conclusion 

Thispaper proposed an HR estimation technique based on 1D-CNN. The 1D-CNN is 

composed of ten convolutional layers and two affine layers. Data augmentation is used to 

make up for the insufficient abnormal PPG signals. The averaged result of performance for 

four combinations through cross validation showed the MAE of 1.23 BPM. This result 

indicates that the proposed HR estimator can be an alternative for HR monitor. If the 

proposed technique is employed in wearable PPG devices, a simple and accurate day-and-
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night HR monitoring will be possible. However performance verification with other PPG 

sensors is needed to ensure the generality of the proposed technique. In the future,we will 

conduct research on this. 
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