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Abstract 

Most previous research on braille outputs has focused on the 

simplification and ease of use of electronic products for the 

visually impaired. A majority of the existing devices are 

connected to smart devices, with the aim of obtaining voice 

outputs or braille information. Instead of such a voice output-

based device, this paper proposes a device that can actually 

print braille to ensure that visually impaired people can read 

documents. In particular, this study deals with the 

implementation of a display device and braille module for the 

purpose of text translation for the visually impaired. To this 

end, the Raspberry Pi camera module is used to store actual 

documents, instead of electronic documents. Images captured 

through this camera module are then stored in the device. 

Subsequently, characters are extracted from these captured 

images through the pytesseract library, and the extracted 

characters are converted to braille. The translated braille 

information is processed to output the correct information to 

the braille cell. The braille output device comprises 20 braille 

cells, based on which a user may receive 20 characters at a 

time. After the user understands the information from all 20 

braille cells, the user receives information related to the next 

step through the next button. When the user presses the next 

button, the next word or line of characters is output. The 

proposed device is easily portable, and the miniaturized 

device is manufactured via 3D printing. Furthermore, the 

braille cells are designed to help users recognize the printed 

braille by hand, using the (Acrylonitrile-butadiene-styrene) 

ABS resin material instead of rubber. 

Keywords: Braille, 3D print, OCR, Raspberry Pi, Portable, 

Efficient 
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1. Introduction 

Braille is a “character” that is used by the visually impaired. Despite the advantages, only a 

few braille books have been published in recent years. Despite the advances in electronic 

devices and e-books, it is clear that such media are not ideal for the visually impaired. The 

visually impaired often use a braille translator to translate letters into braille. However, this 

translator has a few disadvantages specifically in terms of time and economy. These devices 

do not cater to the purpose of learning or education for the visually impaired. With the recent 

advances in IoT technologies, many devices have been developed (DePountis et al., 2015; 

Gupta et al., 2016; Rajbongshi et al., 2020; Russomanno et al., 2015). Modern braille 

translation devices deliver text information to the visually impaired in real time. The braille 

translation devices are convenient for visually impaired, and they help acquire information by 

voice output or braille. However, these are difficult to buy and are expensive. In addition, 

most of the devices are not suitable for translation of general books (Chakraborty and Mallik, 

2013; Gayathri et al, 2021; Kurlekar et al., 2020; Eldem and Başçiftçi, 2015). This study was 

aimed at improving the braille output characteristics for the visually impaired. Optical 

character recognition (OCR) was mainly used to extract characters from images. OCR 

acquires printed documents as images and convert them into machine-readable characters. 

Many OCR technologies are being used in diverse applications such as license plate 

recognition, delivery, and translator (Agbemenu et al., 2018). Several studies have also 

employed OCR technology to help the visually impaired (Hegghammer, 2021; Patel et al., 

2012; Sahu et al., 2017). Although computers are essential to translate text into braille, they 

cannot be carried everywhere; hence, many studies have adopted Raspberry Pi, which is a 

microcomputer, for device design. Raspberry Pi was developed for educational projects that 

require compact, low-cost computers. Several studies have used Raspberry Pi as a 

microcomputer for various applications (Ryu et al., 2021). Braille uses six points and is 

divided into two cases per point. The composition of these six points includes 64 cases, and 

63 characters can be expressed, except for blank spaces. Braille is essential for the visually 

impaired for several reasons, including the task of obtaining information easily. Many 

existing studies have expressed braille with soft materials (Lee and Lucaszyn, 2005; Wu et al., 

2012). 

 This study realizes braille output through braille cells. By using hard materials such as ABS 

resin in 3D printing, we intend to improve the ability to recognize accurate braille 

information for the visually impaired. Hard materials can be easily felt, as compared to soft 

materials; thus, they can provide more accurate information to users. Furthermore, portability 

was improved by using Raspberry Pi as the reading device. The device outputs 20 characters 

at a time, and the user can move on to the next word through a next button. The use of the 

device may help replicate the feeling of reading a braille book. Moreover, a camera module 

of Raspberry Pi was used to photograph documents. The text was then extracted through 

OCR from the image of the document. The extracted text is translated into braille information 

on the Raspberry Pi board. The translated braille information is output to the braille output 

device. In this work, an experiment was conducted using a device composed of a main body 

and braille cells. The text output accuracy of OCR was confirmed by varying the conditions 

for photographing the document. The text extracted from the images was converted into 
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braille information, which was then converted and output through the braille output device. In 

this manner, a device for photographing printed documents and outputting braille was 

realized, and the validity of the design was confirmed.  

 

2. Device and braille translation 

2.1  Braille cell 

The braille cells used in this study were designed based on the “low-cost braille electronic 

display” of the “MOLBED” project. This device takes the form of an actuator and recognizes 

electric signals while moving linearly. Braille requires six points to express one character. 

Thus, one cell consists of six braille pins, and each braille pin consists of two parts. The first 

part is a magnetholder, which includes a magnet in the actuator. The upper part of the 

magnetholder is recognized by the user as a braille dot and is composed of resin, which can 

provide the user with a solid feeling. This implies that accurate information can be delivered 

to the user. For the magnetholder, two cylindrical magnets with a circumference and height of 

2 mm are used. The second part is the body wherein the magnetholder is inserted, and the coil 

is wound in the actuator. When a current flows through this coil, the magnetholder moves 

according to the magnetic field. Furthermore, the magnetholder moves linearly under the 

effect of the magnetic field. These two parts are combined into a single pin; in this manner, 

six braille pins are assembled with specially designed PCB plates to operate as the braille 

cells. The PCB plate features a structure wherein the braille pins are arranged along two rows. 

It is also configured to include a header pin, in order to facilitate control over the movement 

of the braille pins using Raspberry Pi. The header pin is connected to the breadboard. These 

braille cells, consisting of the pins, PCBs, and magnetholders, are illustrated in Fig. 1. 

 

 
Fig. 1: Configuration of Braille cell 

 

2.2  Design of device 

 The braille device consists of a main body, braille cells, and buttons, as shown in Fig. 2. The 

main body was manufactured using 3D printing, and ABS resin was used for the purpose of 

miniaturization and weight reduction. The main body features a width of 200 mm, length of 

70 mm, and height of 40 mm; it is implemented such that its weight is less than or equal to 

200 g. The braille cell comprises braille pins and the PCBs, with a total of 20 braille cells 

arranged along two rows. It also consists of two buttons that can be used to move to the 

previous/next page. Thus, users can receive a total of 20 braille information datapoints at a 

time. The device is designed such that it expresses braille through a total of 120 holes, 
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thereby allowing for the acquisition of braille information. After completing a page, the 

remaining pages of the document can be easily read using the page turning buttons located on 

either side of the braille device. Thus, the user can recognize the line changes in the 

document. The overall device is configured such that it replicates the feeling of reading a 

braille book, achieved through the braille cells and buttons of the device. 

 

 
Fig. 2: Design of device 

 

2.3  Translation text into braille 

For the purpose of reading a book, it is necessary to extract characters from images of the 

book. As a result, the OCR library was used. The translation hardware devices for braille 

translation were designed using OCR and Raspberry Pi, a microcomputer for embedded 

systems. The Raspberry Pi camera module is used for information interworking between 

Raspberry Pi and OCR. Through the camera module, text-based documents such as books are 

photographed, and the images are stored. The characters are extracted using the Tesseract 

OCR library, among the OCR libraries. The Tesseract OCR library is characterized by high 

accuracy in extracting English alphabets. Therefore, programming was conducted using the 

Tesseract OCR library. Fig. 3 shows the results of extracting English alphabet text using the 

pytesseract OCR library. The extraction accuracy of the English alphabet text displayed in the 

shell window was approximately 85%. The typos or missing characters in the shell window 

are the parts that are covered by shadows when taking pictures. Therefore, it is important to 

photograph a clean image for accurate text extraction. 
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Fig. 3: Result of English alphabet text extraction using pytesseract OCR 

 

The extracted character is converted into braille information through a “code-table” that is 

created in advance. The created code-table matches the English alphabet, with a six-digit 

number consisting of 0 and 1 in the form of ON and OFF. Table 1 shows the conversion of 

the English alphabets into braille information. Finally, the device receives the converted 

braille information and outputs it as braille.  

 

Table 1: Text into braille code-table 

Alphabet Braille code Alphabet Braille code 

A 100000 N 110110 

B 101000 O 100110 

C 110000 P 111010 

D 110100 Q 111110 

E 100100 R 101110 

F 111000 S 011010 

G 111100 T 011110 

H 101100 U 100011 

I 011100 V 101011 

J 100010 W 011101 

K 100010 X 110011 

L 101010 Y 110111 

M 110010 Z 100111 

 

When the next button is pressed, 20 pieces of the subsequent text information are output 

sequentially. This device has the ability to continuously present the following information, 

according to the user's manipulation via a continuous next button. 
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2.4  Algorithm 

 The components of the hardware of the braille device are shown in Fig. 4. Using the camera 

module of the rRaspberry pPi, the captured image is stored on the rRaspberry pPi board. 

Various operations for braille translation are carried out within the raspberry pithis board. 

OCR is then applied to the stored image. The extracted text information is converted into 

braille information and output as braille cells. This Iinformation is then transmitted given to 

20 braille cells to express multiple words 

 

 
Fig. 4: Hardware components 

 

Figure 5 shows the algorithm used for the device. The camera module captures an image to 

read the text of the document. If text is not recognized in the photographed image, the 

photographing process is restarted. Once character recognition is completed, the characters 

are translated into braille information. The translated braille information is then transferred to 

the device. The device finally outputs the received 20 braille information datapoints, and the 

user subsequently receives this braille information through their fingertips. Once users have 

completed reading the received information, they can press the next button. In this case, 

instead of the previously output text information, the text corresponding to the next word and 

line is recognized and output. 
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Fig. 5: Operation algorithm 

 

3. Prototype production and experimental 

 A prototype of the braille device was manufactured in this study, and the validity and 

feasibility of this proposed device was verified through experiments. Figure 6 shows the 

process of reading text using Raspberry Pi camera module. First, the text of the book is 

photographed using the Raspberry Pi camera module. The device is designed such that it can 

film through the top side of a book; the advantage being that the user can continue to read 

while filming. This method helps acquire the information in real time quickly. Through a 

combination of the camera module and the Raspberry Pi board, the braille device can 

constantly photograph image information, and then analyze and extract text. In order to 

increase the recognition rate of pytesseract OCR and to test the accuracy of text extraction of 

braille devices, four experimental conditions that correspond to Clean, Both Sides, Curved, 

and With Shadow were selected as follows. Figure 7 shows the results of the pytesseract 

OCR under four conditions. The first image is the result of the “Clean” condition. The images 

were taken using a white base in the vertical direction of the print. The second image is the 

result of the “both sides” conditions. The left and right pages of the book were captured in a 

single image. In the third condition, i.e., “Curved”, the image was captured by bending the 

book at a certain angle. The fourth image is captured under the “With Shadow” condition. 

The image was captured in a dark place. 



Mathematical Statistician and Engineering Applications 

ISSN: 2326-9865 

544 

  

a 

Vol. 71 No. 3 (2022) 

http://philstat.org.ph 

 

 

 

 
Fig. 6: Using raspberry pi camera module 

 

 
Fig. 7: OCR results in 4 conditions 

 

For all four experimental conditions, the pytesseract OCR showed different accuracies. Table 

2 shows the pytesseract OCR accuracy according to the four experimental conditions. In 

general, the character extraction significantly reduces the accuracy of character extraction 

when photographed under conditions other than the clean conditions. In particular, under the 

condition of both sides of the book, the recognized text was not clear. In addition, only some 

text is recognized under the Curved and With Shadow conditions. However, when the end of 

the document was photographed under severe dark conditions, the device did not recognize 

many characters. 

Table 2: Pytesseract OCR accuracy in 4 conditions 

Situation Accuracy 

Clean 99% 

Both sides 3% 

Curved 34% 

With shadow 31% 

 

The text acquired through pytesseract OCR is converted into braille information. The braille 
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device is driven with the character information that is obtained under the Clean condition. 

The acquired character is “whoplanned mostofour.” It is converted into braille information 

through code-table. Then, the converted braille information is output through the device. 

Figure 8 shows the results of the device that output braille information. 

 

 
Fig. 8: Device outputs Braille 

 

4. Conclusion 

In this paper, a braille output device that incorporated a camera module was proposed based 

on Raspberry Pi. For 3D printing, the ABS resin material was used, and a Raspberry Pi was 

incorporated, with regard to price competitiveness and portability, as compared to existing 

studies. In particular, accurate information delivery to users is possible by using a hard 

material such as ABS resin in braille cells to ensure fast braille output. The printed output 

was photographed through the Tesseract OCR library to check whether text information 

could be received, and the process of converting it into braille information was confirmed. In 

some cases, the text to sound (TTS) may be more useful for some users. However, in libraries 

or places where voice output is restricted, tactile senses need to be used instead of hearing. 

The use of earphones restricts the information through surrounding sounds. Thus, this study 

stands out from other technologies that are being studied based on TTS. When an image of 

the document was captured and translated, it showed a good recognition rate of 99% in clean 

conditions. When photographing the entire open two-page book, it is necessary to recognize 

the left and right pages separately. In the future, we plan to develop and optimize a braille 

device that can conveniently deliver more accurate information to the visually impaired by 

combining the Internet of Things and embedded systems. In particular, it is expected that 

improved text extraction results can be obtained by adding preprocessing such as image 

shadow removal and distortion flattening. 
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