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Abstract 

This paper proposes a new convolutional neural network 

(CNN) for estimating the number of targets in orthogonal 

frequency division multiplexing (OFDM) radar systems. The 

transmitter of OFDM radar system receives the signal 

reflected on the target. Two-dimensional periodogram is 

obtained via 2D fast Fourier transform (FFT) from the 

reflected signal after removing the modulation effect. Two-

dimensional periodogram is an input signal for the CNN 

classifier. CNN classifier estimates the number of targets. We 

propose two types of CNN models. One is 7-layer CNN 

model and the other is 4-layer CNN model. The maximum 

number of targets was set to 2, 4 and 8. According to the 

simulation, the accuracy is degraded as the number of targets 

increased. Comparing the proposed 7-layer model and 4-layer 

model, the detection accuracy of 7-layer is about 23.9% better 

than 4-layer. However, 4-layer has much lower complexity 

than 7-layer. 

Keywords: OFDM, Radar, two-dimensional periodogram, 

Target estimation, CNN. 

 

1. Introduction 

Radar is a wireless target detection technique that shows high detection performance in any 

weather and environment, such as fog, heavy rain, and darkness (Jaroszweski and Mcnamara, 

2014). As a result, it continues to develop and is used in many fields such as automobiles, 

military, bio, and submarine (Feng et al., 2018, Liu et al., 2003, Rahman et al., 2018, Kim et 

al., 2011). Radar transmits radio waves from the antennas and receives radio waves reflected 

from objects to determine whether they are fixed or moving objects via the strength, size, and 

shape of the received radio waves. If it is a moving object, the radar determines the distance 

and speed (Mahafza, 2017). Thus, radar is being used in various fields, causing the problem 
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of frequency depletion (Bruder, 2013). To solve this problem, the technique that combines 

communication and radar is attracting a lot of attention (Wang et al., 2012). The combination 

of communication and radar means using the same frequency band for the two purposes (Fink 

and Jonddral, 2015). Among various communication schemes, orthogonal frequency division 

multiplexing (OFDM) is a popular mobile communication technique because simple 

frequency-domain equalizer can compensate for the multi-path channel distortion (Sen and 

Nehorai, 2010). Therefore, the use of systems that combine OFDM and radar is increasing 

(Sturm, 2010, Kauffman et al., 2013).  

Recently, deep learning is received a lot of attention (Jo et al., 2021). To solve the radar 

problem, a technique that applies deep learning is being researched a lot (Li et al., 2019, 

Meyer and Kuschk, 2019). Among deep learning techniques, object detection using 

convolutional neural network (CNN) is a popular method. A research was proposed to use 7-

layer CNN model for target estimation by inputting the two-dimensional periodogram as an 

input of CNN (Choi, 2021). The two-dimensional periodogram can be generated by radar 

signal processing. This paper proposes another new 7-layer CNN model, and 4-layer CNN 

model with smaller parameters to estimate the number of targets with 2D periodogram. If 

model is small and light, it has the advantage of lowering complexity and increasing 

efficiency. The detection performance is compared when the maximum number of targets 

was set to 2, 4 and 8. According to the simulation results, the accuracy is degraded as the 

number of targets increased. Comparing the proposed 7-layer model and 4-layer model, the 

detection accuracy of 7-layer is about 23.9% better than 4-layer. However, 4-layer has much 

smaller complexity than 7-layer. 

 

2. OFDM Radar 

Figure 1 shows OFDM radar system model dealing with in this paper. In the transmitter side, 

data is modulated and converted from serial to parallel. The -th generated signal vector is 

represented as  where  is FFT size and  is a complex 

symbol generated by digital modulation. The vector signal  is converted into time domain 

signal through IFFT. The output of IFFT is denoted by . After 

converting signal from parallel to serial, the guard interval or cyclic prefix (CP)is inserted in 

front of the signal  to prevent inter OFDM symbol interference. The signal with CP is 

denoted as  where  is the length of CP. 

Then,  is transmitted via Tx antenna and the reflected or returned signal from the targets 

is received via Rx antenna. Received signal is denoted as 

.  and  are not same because of the 

time delay, Doppler frequency and signal attenuation. After removing CP at   and 

converting from serial to parallel, the signal becomes . Then, 

by taking FFT,  , frequency domain signal is obtained. The output of FFT can be written 

as . Identify the targets can be done by comparing  and . 

The same procedure is repeated for the consecutive received OFDM symbols and resulting 

signals are stacked up to form a two-dimensional signal. 
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Fig. 1: OFDM radar system model 

 

When total M OFDM symbols are transmitted, the transmitted signal matrix and received 

signal matrix can be represented as (1) and (2). 

 

 

 

(1) 

 

 

 

(2) 

 

In matrix (1) and (2), each row represents the subcarrier index while each column represents 

OFDM symbol index. For instance,  represents the data of 6th subcarrier in 3th OFDM 

symbol. The following parameters are assumed to be known. The sampling frequency after 

the IFFT is . The subcarrier space is ). Therefore, the OFDM symbol duration is 

. The duration of the CP is denoted by . Thus, total duration of OFDM symbol is 

.  The center frequency is . 

To perform radar imaging and obtain two-dimensional periodogram, it transmits a signal 

 and receives a signal  at the same time. The signal  is composed of a 

superposition of reflections of the original signal on objects and receiver noise. In other 

words, while transmitting, the receiver picks up the reflected signal simultaneously. Thus, 

transmitter and receiver must be synchronized not to have any time or frequency offset. The 

received signal  has the form as 

 

 

 
(3) 

 

where  is the number of reflecting targets and  is the number of clutter components. The 

time delay causes a phase shift of the individual elements . The phase shift varies between 

subcarriers depending on its frequency. After combining these effects,  becomes 
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(4) 

 

where  indicates the -th element of matrix . The time delay is  

which is translated into distance . Doppler frequency is ) where  

and  are relative velocity and the speed of light, respectively. The  is an unknown phase 

offset and magnitude of the reflected signal  indicates signal attenuation and can be written 

as 

 

 

 

(5) 

 

where  represents the size of the target. As mentioned earlier, clutter components make 

unwanted back-scattered signals by natural environments or coupling between Tx and Rx 

antenna. Therefore, equivalent distance and time delays of clutter components are close to 

zero, respectively. The distance of clutter component   is generated in the simulation by the 

Weibull distribution of probability density function. 

 

 

 
(6) 

 

where  and  are scale and shape parameters, respectively. The equivalent radar cross 

sections are randomly generated under uniform distribution. The matrix is white 

Gaussian noise. To remove  in , elements-wise division is performed to yield 

 

 

 

 

(7) 

 

where . In (7), first exponential inside the summation comprises Doppler 

frequency and the second exponential comprises the time delay. The radar problem is to 

detect and identify the frequencies of the two sinusoids. To estimate the sinusoids, two-

dimensional periodogram is used and has the form as 

 

 

 
(8) 

 

where  is two-dimensional periodogram and has size . In (8), The result of the 

sum inside the modulus operator is called periodogram.  is the size of two 
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dimensional DFT (discreate Fourier transform). If  and  are chosen as integer 

multiples of  and , estimation resolution can be improved.  is a window given by 

 

  (9) 

 

where  and  are one-dimensional window vectors, respectively. Among several known 

window functions, we employ the Hanning window. If maximum distance and Doppler 

frequency of targets are limited within certain bound, only a cropped area of periodogram 

is enough for target detection. Identifying targets corresponds to detection of local 

maximum in the periodogram. If a peak is found at indices , the target distance and 

relative velocity can be given as 

 

 

 
(10) 

 

 

 
(11) 

 

Owing to the OFDM symbol duration  and the subcarrier spacing , maximum of 

unambiguous ranges and relative velocities is given as follows: 

 

 

 
(12) 

 

 

 
(13) 

 

If  and  are designed to be small enough, the maximum unambiguous values can admit 

the available distance and velocity of targets. 

 

 

Fig. 2: Example of periodogram, , (a) target + clutter ('T+C') (b) clutter ('C') 

Figure 2 shows an example of  when there are six targets. In Figure 2 (a) shows that target 

and clutter are together (‘T+C’), and (b) shows that target does not exist (‘C’). There are two 

input methods for CNN classifier. We will call the method of inputting only ‘T+C’ as single 
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image input, and the method of inputting ‘T+C’ and ‘C’ together as dual image input. The 

clutter components such as stationary targets are observed with velocity 0. Positive and 

negative velocity imply approaching and leaving target, respectively. 

 

3. Proposed CNN Model 

CNN is a kind of deep learning models and is a useful technique for finding patterns in 

images. Finding targets in the periodogram can be regarded as an image detection problem. 

Thus, it is reasonable to solve radar problem using CNN. In this paper, the two types of CNN 

model are proposed. One is 7-layer CNN model (‘L7 CNN’) and the other is a 4-layer model 

(‘L4 CNN’). 

The proposed L7 CNN structure is shown in Figure 3. L7 CNN consists of six 

convolutional layers, one fully connected layer, and one softmax layer. The size of the 

convolutional filter is 5x5 for all convolutional layers, and the channel size increases from 16 

to 512 by a multiple of 2. The max pooling is performed after the first and second 

convolutional layers. Each convolutional layer has a batch normalization layer and ReLU 

layer. After, fully connected layer is performed. The final output of the fully connected layer 

is +1.  is the maximum number of targets, and the possible classes are from 0 to . The 

number of parameters is 4,690,241 + 320,001*  for a single image input, and 4,690,641 + 

320,001*  for a dual image input. 

 

 
Fig. 3: Proposed L7 CNN 

 

The proposed L4 CNN structure is shown in Figure 4. L4 CNN consists of three 

convolutional layers and one fully connected layer, and one softmax layer. The size of the 

convolutional filter is 3x3 for all convolutional layers, and the channel size increases from 32 

to 128 by a multiple of 2. Each convolutional layer uses max pooling and has batch 

normalization layer and ReLU layer. After that, fully connected layer is performed. Finally, 

the output of the fully connected layer is +1. The number of parameters is 173,539 + 

80,001*  for a single image input, and 173,639 + 80,001*  for a dual image input. 
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Fig. 4: Proposed L4 CNN 

 

4. Simulation 

4.1. Simulation environment 

The performance of the proposed CNN model is conducted by computer simulation with 

Matlab and Tensorflow. Matlab is used to generate two-dimensional periodogram. two-

dimensional periodogram is the input of CNN classifier. The parameters used to generate 

two-dimensional periodogram are summarized in Table 1. The sampling clock is 122.88MHz, 

the bandwidth is 40MHz, the center frequency is 40MHz, and the subcarrier space is 30kHz. 

The number of symbols is 64 and the length of CP is 296. 1284 subcarriers out of 4096 

subcarriers are active. Finally,  uses 2, 4, and 8 to randomly generate the number of objects 

from 0 to 2, 4, and 8. The velocity and distance of generated object are also randomly 

generated among 7~240km/h and -190~190m, respectively. 

 

Table 1: parameters of OFDM Radar  

Parameter Value 

Sampling clock 122.88MHz 

Bandwidth 40MHz 

Center frequency 28GHz 

Subcarrier space 30kHz 

OFDM symbol 64 

CP size 296 

FFT point 1284 of 4096 

 2,4,8 

 

Tensorflow is used for training and testing the CNN. The parameters for CNN are shown in 

Table 2. Both L7 CNN and L4 CNN use the same parameters. Training data is 110,000 and 

randomly generated from SNR = -14dB to 22dB. The test data is generated from SNR -20dB 

to 22dB with 3dB interval and 10,000 data are generated at each SNR. The minibatch size is 

100 and the maximum epoch is 100. The optimizer is Adam with learning rate 0.001. The 

size of two-dimensional periodogram is 100x100x1 for single image input and 100x100x2 for 
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dual image input. Finally, the cost function uses Cross Entropy Error, which is typically used 

in classification problems. 

 

Table 2: parameters for CNN training 

Parameter Value 

Num. of training data 110,000 

Num. of test data 10,000 

Minibatch size 100 

Max epoch 100 

Optimizer Adam 

Learning rate 0.001 

Input size 
100x100x1 

100x100x2 

Cost function CEE 

4.2. Result of CNN training 

Figure 5 shows learning curve according to the maximum number of objects. Figure 5 (a) is 

the learning curve of the L7 CNN, and Figure 5 (b) is the learning curve of L4 CNN. In case 

of , it is lime green line and , violet line and , dodger blue line. In addition, 

the case of single image input is solid line, and the case of dual image input is dotted line. 

The L7 CNN is robust to the maximum number of objects, which converges close to 0 at the 

end of training. On the other hand, in L4 CNN, the loss is 0 to 0.2 at the end of training. That 

is, L4 CNN has higher loss than L7 CNN in all cases. 

 

 
Fig. 5: Learning Curve, (a) L7 CNN, (b) L4 CNN 

4.3. Performance comparison 

Figure 6 is the object estimation accuracy. Figure 6 (a) is the object estimation accuracy of 

L7 CNN and Figure 6 (b) is the estimation accuracy of L4 CNN. Accuracy is calculated as 

 

 

 
(14) 

where  is number of test data predicted correctly.  is the number of total test data. In case 

of , it is lime green line and circle marker and , violet line and square marker 
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and , dodger blue line and triangle up marker. In addition, the case of single image 

input is presented solid line, and the case of dual image input is presented dotted line. Let’s 

compare L7 CNN and L4 CNN at SNR 22dB. In a single image input, the accuracy when 

 and   is about 98.6% and about 98.6% for L7 CNN and about 99.2% and about 

93.6% for L4 CNN. The difference is not much significant. However, when , L7 CNN 

is about 93.7% and L4 CNN is about 69.8%, which is a lot of difference. Also, in dual image 

input, the accuracy when  and   is about 99.3% and about 99.3% for L7 CNN 

and about 99.6% and 97.2% for L4 CNN, so the difference is not significant. However, when 

, L7 CNN is about 95.9% and L4 CNN is about 76.6%, which is a lot of difference. 

The proposed method has high accuracy as the SNR increases. In addition, when the input is 

dual, the accuracy is higher than that of single. And the accuracy decreases as the number of 

object estimation increases. 

 

 
Fig. 6: Estimation accuracy performance. (a) L7 CNN, (b) L4 CNN 

 

5. Conclusion 

This paper proposed a CNN-based target estimation for OFDM radar systems. The proposed 

methods are L7 CNN and L4 CNN. Both proposed methods have higher performance than 

existing method. Comparing L7 CNN and L4 CNN, L7 CNN performance is better than L4 

CNN overall. Though, the total number of parameters is 4,690,241 + 320,001*  or 

4,690,641 + 320,001*  for L7 CNN, and 173,539 + 80,001* or 173,639 + 

80,001* for L4 CNN. Therefore, the complexity of L4 CNN is about 19.6 times lower than 

that of L7 CNN. 
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