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Abstract:  

The advent of modern scientific data collection techniques has led to the 

accumulation of large amounts of information in various fields. Traditional 

database reference methods are not sufficient to extract useful information 

from large amounts of data. Cluster analysis is one of the main methods of 

data analysis, and the k-mean cluster algorithm is widely used in many 

practical applications. However, the first k-mean algorithm is expensive to 

calculate, and the quality of the resulting clusters depends largely on the 

choice of the original centroid. Clustering is an uncontrolled data 

acquisition (machine learning) technique used to insert data elements into 

relevant groups without prior knowledge of the group definition. One of the 

most common and widely studied grouping methods that reduces the error 

in grouping points in Euclidean space is the K-mean grouping. However, it 

is known that the k-mean method approaches one of the many local 

minimums and that the final result depends on the starting points (tools). In 

this study, we introduced an algorithm for starting a k-tool using the 

appropriate starting points (tools). Sufficient starting points allow the k-tool 

to be brought closer to the local minimum; The number of iterations in all 

data sets is reduced. 

Keywords: Data Analysis, Clustering, k-means Algorithm, Modified k-

means Algorithm. 

1. Introduction  

Cluster analysis is based on different types of differences between objects and uses adaptations 

of the distance function to classify the model. Whether classification really matters depends on 

how the vector symbols of the model are distributed. If the contribution of vector points is 

grouped and test points from the same group are concentrated and test points from different 

groups are distant, it will be easy to use point ranking functions that, as far as possible, statistics 

in the same group. group will be similar and the statistics in another group will be different. 

The point distance function can act as a measure of model similarity. Depending on the 

proximity of the distance to the points, the measurement can be used to classify ideas. In this 

article, we combine the longer minimum distance algorithm and the traditional K-Means 

algorithm to offer an updated K-Means grouping algorithm. This updated algorithm can 

compensate for the shortcomings of the traditional K-Means algorithm for determining the 

starting focal point. The updated K-Means algorithm effectively solves the disadvantage that 

the traditional K-Means algorithm relies too much on the choice of starting focal points. 
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2. K-Means algorithm  

“The division-based K-Means algorithm is a type of grouping algorithm and is proposed by 

J.B. MacQueen”. This uncontrolled algorithm is often used for data analysis and pattern 

recognition. The square error and error criteria are the basis of this algorithm to reduce the 

cluster performance index. In order to find the optimization result, this algorithm tries to find 

the K division to meet certain criteria. First, select a number of points to represent the group's 

starting focus (usually we choose the first input in Example K to represent the group's starting 

point); second, we collect the remaining sampling points at the focal point according to the 

minimum distance criteria, take the first classification, and if the classification is unreasonable, 

we change it (recalculate the focus of each group) and repeat several times. until a reasonable 

estimate emerges. “The section-based K-Means algorithm is a type of cluster algorithm that 

has advantages in terms of briefness, efficiency, and speed”. However, this algorithm is highly 

dependent on the differences in the selection of starting points and the initial sample, which 

always leads to different results. Moreover, this algorithm, based on objective functions, 

always uses the gradient method to achieve extremism. The search direction of the gradient 

method is always in the direction of decreasing energy, so that when the start focus of the 

cluster is not suitable, the whole algorithm will easily sink to the local lowest point. 

 

Figure 1: “K-means Clustering” 

3. Working of K-Means Algorithm: 

To process the training data, the K-tool in data extraction starts with a first group of randomly 

selected centroids, which are used as starting points for each group, and then performs iterative 

(repetitive) calculations to optimize the positions of the centroids. 

Stops cluster creation and optimization when: 

➢ Centroids have stabilized: there are no changes in their values, as the grouping was 

successful. 

➢ The defined number of iterations has been reached. 

The simplest algorithm for the traditional K-means is as follows; 
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“Input: D = {d1, d2, d3, .......dn} // set of n numbers of data points” 

“K // The number of desire Clusters Output” 

A set of k clusters  

1. Select k points as initial centroids. 

2. Repeat  

3. From K clusters by assigning each data point to its nearest centroid.  

4. Recomputed the centroid for each cluster until centroid does not change. 

 

Figure 2: “Standard K-means Algorithm” 

However, the algorithm has its advantages and disadvantages, which is as follows; 

Advantages: 

1. This is a relatively faster clustering technique. 

2. Works quickly with a large set of data, since the complexity of time is O (nkl), where n is 

the number of patterns, k is the number of clusters and l is the number of iterations. 

3. It relies on the Euclidean distance, which makes it good with numerical values of motivating 

geometric and statistical significance. 

Disadvantages: 

1. The initial assumption of a value for K is very important, but there is no adequate description 

for accepting the value of K and, therefore, for different values of K it will generate a different 

number of groups. 

2. The initial centroids of the cluster are very important, but if the centroid is far from the centre 

of the data cluster, they lead to endless iterations, which sometimes lead to incorrect grouping. 

3. K-means clustering is not good enough with the grouping of the noise data. 
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4. Modified K-means Clustering Algorithm (Proposed Algorithm) 

Based on the research methodology based on some validated K- means algorithms, there were 

components that could be improved to achieve more accuracy and efficiency by changing the 

usual K-methods. These are the sections discussed in this section and refer to the validation 

books and methods. According to the study, it is clear that we should think of a better idea or 

find a method to determine the first centroids by providing data to groups of closed centroids 

after a successful upgrade to improve results of normal K -means. 

Important Equations  

Measuring the distance will determine how the similarity of two elements is calculated and will 

affect the shape of the clusters. 

Euclidean Distance  

 

Where n is the number of dimensions (attributes) and pk and qk are, respectively, the kth 

attributes (components) or data objects p and q.  

The steps to initialize the centroids using Modified K-Means Clustering 

The first cluster is selected equally at any given time from the data we want to collect. This is 

similar to what we do with K-Means, but instead of selecting all the centroids, we select only 

one centroid here: 

➢ Find the average value for the given data points. 

➢ Next, we calculate the distance (D (x)) of each data (x) from the average value by using 

equation. 

➢ Then, select the new location from the database with the probability of x being proportional 

to (D(x))2 

➢ Then we repeat steps 2 and 3 unless groups (k clusters) are selected. 

Modified Technique 

Part 1: Determine initial focal point 

“Determine first focal point from the given number of same pattern (Dataset)”. 

Step 1.1: “Input Dataset Step” 

Step 1.2: “Check the Each attribute of the Records Step”. 

“Check the same dataset from the given pattern”. 

Step 1.3: “Find the average value for the given pattern”. 

Step 1.4: “Find the distance for each data point from mean value using Equation”. 
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 If 

“The distance between the average value is minimal, so it will be stored in. Then Divide data 

pattern into k cluster points don’t needs to move to other clusters”. 

Else 

“Recalculate distance for each data point from average value using Equation until divide data 

pattern into k cluster “. 

Part 2: Allocating data points to nearest focal point 

Step 2.1: “Calculate Distance from each data point to focal”. 

“Assign data points to its nearest focal to form clusters and stored values for each data”.  

Step 2.2: “Calculate new focal point for these clusters”. 

Step 2.3: “Calculate distance from all focal to each data point for all data points”. 

If 

“The Distance stored previously is equal to or less then Distance stored in Step 2.1” 

Then 

“Those Data points don’t need to move to other clusters”. 

Else 

“From the distance calculated assign data point to its nearest focal point by comparing distance 

from different focal points”.  

Step 2.4: “Calculate focal points for these new clusters again”. 

“Until The convergence condition met”. 

“Output A Set of K clusters”. 

5. Conclusion: 

A modified K-means be based on the two phases: 

• Determine initial Focal Point. 

• Distribution of data points to the closest focal point. 

Conventional K-media clustering is a widely used method, but it relies on the prospect of 

starting centroids and sharing data in close quarters. There are advantages rather than 

disadvantages in classifying k-averages but some improvements are still needed. This study 

describes methods that improve methods for pre-determining centroids and provide visual 

acuity in their proximity to more complex and time-sensitive O (n), which is much faster than 

normal k characteristics. The initial value of K (number of clusters) is still a concern because 
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it can improve the accuracy of the cluster, which will be improved by improving the normal 

appearance in the future. 
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