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Abstract 

In the uncertainty era, real numbers are replaced by intervals containing 

these real numbers where bounds of interval represent bounds for such 

real numbers. In this paper, we have used a consonant basic belief 

assignment induced by probability mass function hence consequent belief 

functions. Here we have studied two methods with algorithms to obtain 

lower and upper bounds of statistical quantities for consonant belief 

functions induced by the probability mass function of a discrete 

probability distribution. Here we obtain lower and upper bounds of raw 

moments, central moments, and coefficients of skewness and kurtosis of 

discrete probability distributions with an illustration.  

 

Keywords-Belief function, consonant basic probability number, 

plausibility function, probability mass function, statistical quantity. 

 

 

 

I. INTRODUCTION 

Here we have a transformation which transforms probability mass function into basic 

probability number hence belief function for consonant focal elements. Now we summarize 

preliminaries of discrete belief functions, interval arithmetics and probability functions. 

Discrete Belief Function Theory: 

Frame of Discernment : Dictionary meaning of Frame of Discernment is frame of good 

judgement insight. The word discern means recognize or find out or hear with difficulty. In Shafer‘s 

and Guan & Bell books [1, 2], if frame of discernment   is  

 },,,{= 21 n   

then every element of  is a proposition. The propositions of interest are in one -to -one 
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correspondence with the subsets of  . The set of all propositions of interest corresponds to the set 

of all subsets of  , denoted by 2 .  

 If   isframe of discernment, then a function [0,1]2: m  is called basic probability 

assignment whenever 0=)(m  and 1=)(Am
A 

. The quantity )(Am  is called A ’s basic 

probability number and it is a measure of the belief committed exactly to A .The total belief 

committed to A  is sum of )(Bm , for all proper subsets B  of A . . A function  0,12: Bel  is 

called belief function over   if it satisfies )(=)( BmABel
AB 

. If   is a frame of discernment, 

then a function  0,12: Bel  is belief function if and only if it satisfies following conditions   

    1.  0=)(Bel .  

    2.  1=)(Bel .  

    3.  For every positive integer n  and every collection nAAA ,,, 21   of subsets of   

 ).(1)()( 1||

},{1,2,

21 i

Ii

I

nI

n ABelAAABel 









   (1) 

  A subset of a frame   is called a focal element of a belief function Bel  over   if 0>)(Am . The 

union of all the focal elements of a belief function is called its core.  

Degree of doubt : 

 )(=)(1=)( and )(1=)(or  )(=)( BmADouAplADouABelABelADou
BA




  (2) 

 which expresses the extent to which one finds A  credible or plausible. In Dempster‘s articles [3, 

4], we have relation between belief function, probability function and plausibility function is  

 .),()()(  AAPlApABel  (3) 

 In Billingsley [5], a function [0,1]: P  is called probability function if   

    1.  1)(0,  APA .  

    2.  1=)(P .  

 we have some results about interval arithmatic from Moore‘s book [6] as:  

Let ],[= XXX  and ],[= YYY  be any intervals, in set of real numbers. Here 

}:.{= XxxminX   and }:.{= XxxmaxX  . Therefore X  and X  are lower and upper limits of 

X  respectively. The computations with intervals are as:  

 ],[= YXYXYX   (4) 

 ],[= YXYXYX   (5) 
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 }.,,,{= Where],,[= YXYXYXYXSMaxSMinSYX   (6) 

 

 








































0=Y and ]X<0<X[0 if

0=Y and 0Xif

Y<0<Y and 0Xif],/[

0=Y and 0Xif

Y<0<Y and X<0<Xif

0=Y and 0Xif

Y<0<Y and 0Xif],/[

0=Y and 0Xif

],[0 and ],[0 if

],[if],1/][1/,[

=/

YX

YX

YYXX

YYYYXX

YX  (7) 

 Also }:)({=)( XxxfXf  . It is always beneficial to work on separate intervals instead of their 

unions and draw conclusions.  

 The necessary information about probability mass function, distribution function, raw 

moments, central moments and coefficients of skewness and kurtosis, is referred from Bansi Lal 

and Sanjay Arora book [7]. 

Consonant Basic Probability Number [8] : 

 Let )(xp  and )( xXP   be probability density function and distribution function of 

probability distribution under study respectively. We know that differentiation of distribution 

function )( xXP  , is a probability density function )(xp . If some subset },,{= kji aaaA  of 

},,,{= 21 naaa   is of our interest. WOLOG, assume that A  is subset of   and whose probability 

is distribution function for some sx =  i.e )(=)( sXPAp  . Here we have to concentrate on 

important condition that ji,  and k  are in some order i.e. starting values of X  is i , all are in some 

order and all are less than n . If this condition is not satisfied then we have to search for another 

probability distribution in which ji,  and k  are successive in some order. Therefore firstly the 

subset A  should be chosen and according to order of occurrence of its elements, we have to search 

for probability distribution in which ji,  and k  are in some order.  

 For consonant basic probability assignment, it‘s focal elements are nested. Without loss of 

generality, we assume following embedding of focal elements satisfy our requirement :  

  =},,,{},,,{},,{},{}{ 2121321211 nr aaaaaaaaaaaa   (8) 

 We have a consonant basic probability number,  
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 ,
)(

=)(
K

Ap
Am  (9) 

 where })({})({*2})({*2)(})({*1)(})({*= 1321 nn apapapnapnapnK   .  

Note that 0=)(m  as 0=)(p . Also 1=)(Am
A 

. We have following functions 

related to this basic belief assignment as: 

Consonant Belief Function [8]: 

 If rA |=|  and n|=|  then number of subsets of A  containing }{ 1a  are r , containing 

},{ 21 aa  are 1r , containing },,{ 321 aaa  are 2r , ... , containing },,,{ 21 kaaa   are 1)(  kr , ..., 

containing },,,{ 121 raaa   are 2 , containing },,,{ 21 raaa   is 1 . The belief function of set 

},,,{= 21 raaaA   is  

 }).({)(
1

=)(=)( 1

1

0=

;}{







 i

r

i

A
i

aAB

apir
K

BmABel  (10) 

 Now, consider  

 

}).({
2

1)(1
=

})({)(
1

=)(

1)(

1=

1

1

0=

;}{

















rn

n

r

i

r

i

A
i

aAA

ap
rr

K

apir
K

ABel

 (11) 

 

Consonant Plausibility Function [8]: 

 By above embedding, we observe that : for any subset A , subsets of   are either subsets 

of A  or supersets of A  therefore they have non-empty intersections i.e. for any two subsets of  , 

except  , have non-empty intersections hence every subsets of  , except  , have non-empty 

intersection with A . Therefore formula for plausibility function becomes  

 1.=}),,,,({}),,({}),({})({=)( 321321211 naaaamaaamaamamAPl   (12) 

 Now,  

 .=)(1)(2)(1)()(=)(,=)( 121 KapapapnanpAPnAPl nn

AA

 



   (13) 

 In this paper, in sections II and III, we explain two another methods to obtain lower and 

upper bounds of statistical quantities for consonant belief function induced by probability mass 

function of discrete probability distributions. In section 4, we provide algorithms for first and 

second methods which are useful in applying steps and writing computer programs. Also, we 

provide formulae for lower and upper bounds of statistical quantities by using classical formulae of 
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statistical quantities and interval arithmetic. In section 5, we illustrate these concepts by an 

example. Finally, we conclude with summary of results and give list of references. 

 

II. FIRST METHOD 

 

We have  

 .  AAPlAPABel ),()()(  

by dividing )(Ap , we get  

  A
Ap

APl

Ap

ABel
,

)(

)(
1

)(

)(
 

by taking summation over all subsets of  ,  

 
)(

)(
1

)(

)(

Ap

APl

Ap

ABel

AAA




  

.  

 
)(

)(
1

)(

)(

Ap

APl
n

Ap

ABel

AA




  

By multiplying statistical quantity ( whose lower and upper bounds are to be obtained ) of 

probability distribution of interest.  

 ).(
)(

)(
).().(

)(

)(
QuantityStat

Ap

APl
QuantityStatnQuantityStat

Ap

ABel

AA




  

 

 )..(
)(

)(

1

1
).().(

)(

)(

1

1
QuantityStat

Ap

APl

n
QuantityStatQuantityStat

Ap

ABel

n AA


 




 

Since for any non-empty subset A  of 1=)(, APl , therefore we have,  

 )..(
)(

1

1

1
).().(

)(

)(

1

1
QuantityStat

Apn
QuantityStatQuantityStat

Ap

ABel

n AA


 




 (14) 

 Thus we get lower and upper bounds of statistical quantity of probability distribution under study. 

 

III. SECOND METHOD 

 

We have  

  AAPlAPABel ),()()(  

by taking summation over all subsets of  ,  
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 )()()( APlAPABel
AAA




  

by dividing )(AP
A 

,  

 
)(

)(

1
)(

)(

AP

APl

AP

ABel

A

A

A

A
















  

By multiplying statistical quantity ( whose lower and upper bounds are to be obtained ) of 

probability distribution under study.  

 ).(
)(

)(

).().(
)(

)(

QuantityStat
AP

APl

QuantityStatQuantityStat
AP

ABel

A

A

A

A
















  

By using equations (11), (12) and (13), we get  

 )..(
1

).().(

})({
2

1)(
1)(

1 QuantityStat
K

n
QuantityStatQuantityStat

K

ap
rr

rn

n







 (15) 

 Thus we get lower and upper bounds of statistical quantity of probability distribution of interest. 

 

IV. ALGORITHMS AND CALCULATION OF LOWER AND UPPER BOUNDS OF 

STATISTICAL QUANTITIESUSING  INTERVAL ARITHMETIC 

In this section, we provide algorithms for indexing of all subsets of  , calculating 

probabilities of all subsets of  , calculating of basic probability numbers of all subsets of   and 

calculating belief functions and plausibility functions of all subsets of   as: 

Indexing and Probability of Subsets of   : 

 

i

j

pIPP

IVV

nj

PV

ni

jjiii

jiii

ii

next 

next 

)(*)(=

)(=

  to1=For 

0=0,=

  to0=For 








 

Basic Probability Numbers of Subsets of  : 
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i

PinKK

niK

i

next 

)(*)(=

  to0=For ,0=


 

 
i

K

P
im

ni

i

next 

=

  to0=For 


 

 Belief and Plausibility Functions of Subsets of  : 

 

i

Pl

j

mBelBel

nj

Bel

ni

i

jii

i

next 

1=

next 

=

   to0=For 

0=

  to0=For 


 

First Method: 

Here we provide algorithm to obtain lower and upper bounds of statistical quantities of 

discrete probability distribution under study for first method. 

Lower and Upper Bounds of Statistical Quantity : 

 

i

P

Pl
PlPPlP

P

Bel
BPBP

i

PlPBP

i

i

i

i

n

next 

=

=

12  to1=For 

0=0,=







 

 have we then,=,= If
P

Pl
PlP

P

Bel
BP  

 .)..(*)(.).(.).(*)( QuantStatPlPQuantStatQuantStatBP   

 

Second Method: 

Here we provide algorithm to obtain lower and upper bounds of statistical quantities of 

discrete probability distribution under study for second method. 

Lower and Upper Bounds of Statistical Quantity : 
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i

PlPlPl

PPP

BelBelBel

i

ii

i

i

n

next 

=

=

=

12  to1=For 









 

 have we  then,=,= If
P

Pl
PlP

P

Bel
BP  

 .)..(*)(.).(.).(*)( QuantStatPlPQuantStatQuantStatBP   

 

Proper Magnification or Reduction of Upper and Lower Limits of Raw Moments: 

We have obtained lower and upper bounds of raw moments based on probability of subset 

of  . These moments are magnified or reduced by dividing corresponding raw moments based on 

probability of set and multiplying corresponding raw moments from concerned probability 

distribution. i.e.  

 
'

"

'"

'

"

'"

'
== r

r

rr
r

r

rr

r
















 (16) 

 where th

r ringcorrespond='  raw moment of concerned probability distribution [1, 2], 

th

r ringcorrespond="  raw moment based on probability of subset of  ,  

th

r
ringcorrespond=

"
  raw moment based on belief of subset of   

and 
th

r ringcorrespond=
"

  raw moment based on plausibility of subset of  . 

Central Moments: 

 
4'

1

2'

1

'

2

'

1

'

3

'

44

3'

1

'

1

'

2

'

33

2'

1

'

221

)3(64=,)2(3=

)(=,0=








 (17) 

 Using interval arithmetics [6], raw moments of discrete probability distribution under study 

and corresponding lower and upper bounds of raw moments (16), we obtain lower and upper 

bounds of central moments hence lower and upper bounds of coefficients of skewness and kurtosis 

as:  

 



Mathematical Statistician and Engineering Applications 

ISSN: 2326-9865 

 
298 

 
Vol. 71 No. 1 (2022) 
http://philstat.org.ph 
 
 
 

][0,

],[
=

],[

],[
===Kurtosis oft Coefficien  The

],[

][0,
=

],[

],[
===Skewness oft Coefficien  The

].364,364[=

],3[],][,6[

],][,4[],[=3))(6())(4(=

].2))(3(,2))(3([=

],2[],][,3[],[=2))(3(=

].,[=],[],[==

].,[=],[],[==0=

2

2

44

2

22

44

2

2

4

2

3

2

3

2

2

3

3

22

2

33

3

2

2

3

1

4'

1

2'

1

'

2

'

1

'

3

'

4

4'

1

2'

1

'

2

'

1

'

3

'

4

4'

1

'

1

2'

1

'

1

'

2

'

2

'

1

'

1

'

3

'

3

'

4

'

4

4'

1

2'

1

'

2

'

1

'

3

'

44

3'

1

'

1

'

2

'

3

3'

1

'

1

'

2

'

3

3'

1

'

1

'

1

'

1

'

2

'

2

'

3

'

3

2'

1

'

1

'

2

'

33

2'

1

'

2

2'

1

'

2

2
'

1

'

1

'

2

'

2

2'

1

'

22

'

1

'

1

'

1

'

1

'

1

'

1

'

1

'

1

'

1

'

11























































 (18) 

 

 Remark :-  The values of statistical quantities viz. raw moments andcentral moments 

always lie between lower and upper bounds of concerned statistical quantities. For the value of 

coefficient of kurtosis 3= 22  , we reduce the quantity 2  by quantity 3. But in this 

generalization i.e. replacing a real number by suitable interval, we do not have any idea about 

quantity that should be replaced by quatity 3. Therefore we are unable to conclude about coefficient 

of kurtosis with values 2  and 2 . In general, it does not contradicts any result of about statistical 

quatities. It may give very big interval representing value of statistical quantity. 

 

V. ILLUSTRATIVE EXAMPLE 

Let ),( pnBinomialX : . therefore 
xnxqp

p

n
xp 









=)( . Now we connsider 2/3=4,= pn  and 

1/3=1= pq  . The distribution of X  is  

 TotalX 43210:  

 116/8132/8124/818/811/81:)(xp  

 For consonant bba , focal elements have embedding as :  

 }{0,1,2,3,4{0,1,2,3}{0,1,2}{0,1}{0}   (19) 

 

 Here,we have basic probability assignment number as A
K

Ap
Am ,

)(
=)( , where 
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({4})({3})*2({2})*2)(({1})*1)(({0})*= pppnpnpnK   .  

Now we will calculate probability, basic belief assignment, belief, commonality and 

plausibility of subsets of X  and represent in following table.  

Table 1:Calculation of probability, belief, plausibility functions, Pl./Prob. and Bel./Prob. 

Subset  Prob(

 )  

m(  )  Bel(  )  q(  ) Pl(  )  P1(  )/p(  )    

=0A  0  0  0  1=189/18

9  

0  —  —  

{0}=1A  1/81  1/189  1/189  1=189/18

9  

1  81  81/189  

{0,1}=2A  9/81  9/189  10/189  188/189  1  81/9  810/1701 

{0,1,2}=3A  33/81  33/189  43/189  179/189  1  81/39  3483/6237  

{0,1,2,3}=4A  65/81  65/189  108/189  146/189  1  81/65  8748/12285  

}{0,1,2,3,4=5A  81/81=

1  

81/189  189/189=1  81/189  1  81/81  15309/15309  

  189/81  1  351/189  783/189  5  94.7006993  3.17529138  

 

In above table, last colomn  represent the colomn of Be1(  )/p(  ). From above table, we get lower 

and upper limits of distribution function of given probability distribution as belief and plausibility 

functions respectively, as 50,1,2,3,4,=),()()( vvPlApABel vv   including the case of subset  .  

 Now we use notation 50,1,2,3,4,=1}),({0,1,2,3,=)(=)( vvpApvp v  .  

 We have raw moments and central moments as: 

8=648/81=)(=,2.66666667=216/81=)(= 2'

2

'

1 xpxxxp   ,  

87.4074074=7080/81=)(=825.7777777=2088/81=)(= 4'

4

3'

3 xpxxpx    

0.8889,==0,=
2'

1

'

221    

2.0741=364=0.2963=23=
4'

1

2'

1

'

2

'

1

'

3

'

44

3'

1

2'

2

'

33    

and coefficient of skewness 

2.624967==stofkurtosicoefficien0.124998,===
2

2

4
23

2

2

3
1









 

 

First Method: 
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 From table, we have, 3.17529138=
)(

)(

Ap

ABel
a 

 and 94.7006993=
)(

1

Apa 
, Hence, 

60.63505827=
)(

)(

1

1

Ap

ABel

n a 
 and 18.9401399=

)(

1

1

1

Apn a 
.  

Therefore the relation becomes  

 ).ityStat.Quant(18.9401399)ityStat.Quant()ityStat.Quant6(0.63505827   (20) 

  Using above equation, rules of operations on intervals (interval arithmetics) and raw moments of 

discrete binomial probability distribution under study, we have lower and upper bounds for raw 

moments as:,  

 

].,[=][0,,0][=

].79,[0/3284905]10*1.65011456,0/[=
9],3284905.710*1.65011456[

]10*517[0,6.66390
=

]5,148.653212545.8806[

]408[0,258145.
=

]148.6532152545.8806,[

8],258145.4022932.5656[
=

],[

],[
===skewness oft coefficien The

,=2320666.7919620701.3=,=258145.40822932.5656=

=148.6532152545.8806=,=48.813551148.8135511=

=1655.5085255.5244779=,=488.23471716.3703911=

=151.5211195.08046621=,=50.50703981.69348874=

10

10

10

33

2

3

2

3

22

2

33

3

2

2

3
1

444333

222111

'

4

'

4

'

4

'

3

'

3

'

3

'

2

'

2

'

2

'

1

'

1

'

1



































 (21) 

 

].,[=
.03][0,6481508

9],2320666.719620701.3[
=

]2545.8806[0,

9],2320666.719620701.3[
=

]148.6532152545.8806,[

9],2320666.719620701.3[
=

],[

],[
===kurtosis oft coefficien The

22

2

22

44

2

2

4
2





















 (22) 

 

Second Method: 

 From table, we have 5=)(189/81,=)(351/189,=)( APlApABel
AAA  

 

Therefore, 2.14285714=
)(

)(
7,0.79591836=

)(

)(

Ap

APl

Ap

ABel

A

A

A

A














. Hence relation 

becomes  

 )..((*2.14285714).(().((*70.79591836 QuantityStatQuantityStatQuantityStat   (23) 
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  Using above equation, rules of operations on intervals (interval arithmetics) and raw moments of 

discrete binomial probability distribution under study, we have lower and upper bounds for raw 

moments as:,  

].,[=][0,,0][=

]157,[0/2018.56]18161.8191,0/[=
7],2018.561518161.8191[

17][0,150556.
=

]4,12.63806726.2857142[

]687[0,388.015
=

4],12.63806726.2857142[

7],388.01568254.238171[
=

],[

],[
===skewness oft coefficien The

=3310.837574219.56208=,=388.015687254.238171=

=12.638067426.2857142=,=3.591836733.59183673=

=187.30158769.5888133=,=55.238095220.5170068=

=17.14285716.36734694=,=5.714285712.12244898=

33

2

3

2

3

22

2

33

3

2

2

3

1

444333

222111

'

4

'

4

'

4

'

3

'

3

'

3

'

2

'

2

'

2

'

1

'

1

'

1



































 (24) 

].,4.7917959[=71]7/690.9387,3310.8375[=

771][0,690.938

7],3310.83754219.56208[
=

]26.2857142[0,

7],3310.83754219.56208[
=

4],12.63806726.2857142[

7],3310.83754219.56208[
=

],[

],[
===kurtosis oft coefficien The

2

22

22

44

2

2

4
2






















 (25) 

 

Remark:- 

 We know that sign of coefficient of skewness is dependent of sign of 3 . From interval for 

3 , we can not conclude about sign of 3 . Therefore we can not conclude about skewness of 

probability distribution. But we can have conclusion about given probability distribution that value 

of coefficient of skewness definitely lie in interval for coefficient of skewness.  

 As we do not have any idea about the quantity which corresponds to quantity 3 (which is 

used in statistics for conclusion about skewness) and suitably replaces quantity 3. Similar to 

coefficient of skewness, value of coefficient of kurtosis of probability distribution definitely lie in 

interval for coefficient of kurtosis.  

 From above two conclusions, we say that end points of intervals obtained for coefficients 

skewness and kurtosis represents lower and upper limits of coefficients of skewness and kurtosis. 

Similarly, from intervals corresponding to raw moments and central moments, the end points of 

respective intervals are lower and upper limits of respective raw and central moments. 
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VI. CONCLUSSION 

In this paper, we have studied two methods toobtain lower and upper bounds of statiatical 

quantities depending upon order of operations viz. division and summation. The method consisting 

of order of operations viz. firstly summation and then division is more suitable than other method 

consisting of order of operations viz.firstly division and then summation. It overcomes situations of 

zero probability set at denominator and reduction as well as validation of numerous calculations in 

complicated calculations. Here lower and upper bounds of statistical quantities viz. distribution 

function, raw moments, central moments and coefficients of skewness and kurtosis, are too much 

wider i.e. extreme but do not contradict statistical conclusions. The main aim of such calculations is 

: instead of single value, we should always prefer interval in which this value lies. 
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