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Abstract: Human-machine interaction (HMI) refers to the two-way 

exchange of information and actions between a human and a machine via 

the latter's user interface. Gestures and other forms of natural user 

interfaces are becoming increasingly popular because they allow humans 

to interact with technology in ways that feel more natural to them. 

Gesture-based HMI uses a sensor like the Microsoft Kinect to detect 

human motion and posture, which is then translated into machine input. 

Using Kinect's data—which includes RGB (red, green, and blue), depth, 

and skeleton information—to recognize meaningful human motions is the 

core function of gesture-based HMI. This article provides an introduction 

of electronic assistive technologies (EATs) and discusses the importance 

of human-machine interfaces (HMIs) in their development. HMIs for 

EATs must consider accessibility, personalization, safety, and user-

centered design elements to meet the needs and preferences of users with 

disabilities or limited mobility. There are benefits and drawbacks to using 

each type of human-machine interface currently in use, such as brain-

computer interfaces, touchscreens, switches, and sensors, and voice 

recognition software. Good design has the potential to increase the 

usability and performance of these technologies, as evidenced by studies 

of successful HMIs in EATs. Constant research and improvement of HMIs 

for EATs is necessary to increase accessibility and quality of life for 

people with impairments or restricted mobility. 

Keywords: Accessibility, personalization, security, user-centered design, 

touchscreens, switches, sensors, brain-computer interfaces, and case 

studies are all terms associated with electronic assistive technologies 

(EATs). 

 

I. Introduction 

A human-machine interface (HMI) is a system that, in the context of electronic assistive 

technologies (EATs), enables the user to communicate and interact with the device. People 

who have disabilities, such as limited mobility, poor vision, or problems talking, can be 

assisted in doing ordinary chores and can live more independently with the use of electronic 

technology known as assistive technologies (EATs) [1]. The human-machine interfaces 

(HMIs) of EATs can take on a wide variety of forms and configurations, depending on the 

preferences of the user as well as the capabilities of the device. There is a wide variety of 

possible HMIs for EATs; however, some of the more frequent ones include speech 

recognition software, touchscreens, switches, and even sensors worn on the head. 

Accessibility needs to be taken into consideration whenever an HMI for EATs is being 

designed [2].  
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Figure 1. Working Block Diagram of HMI’s EAT System 

Users who lack significant amounts of technical skills should have little trouble navigating 

and making use of the interface. Because of this, it could be helpful to explain things in a way 

that is understandable by the average person, to give clear instructions, and to create an 

interface that is easy to use. Customization is also another essential component to consider. 

There is a wide range of possible skill levels and preferences among users when it comes to 

engaging with the gadget. For users to get the most out of the HMI, it should be customizable 

to the users' own preferences. In addition to having a focus on usability, the human-machine 

interface (HMI) for EATs should have an emphasis on both dependability and security [3]. 

The apparatus ought to be built in such a way that it, when used, does the user the absolute 

minimum amount of injury that is physically possible. You can ensure that your equipment is 

constantly providing you with the benefits you expect from it as long as you keep up with the 

routine checks and adjustments that it requires. For this reason, it is essential, while 

developing an HMI for EATs, to take into account not only the requirements and capabilities 

of the user, but also the technological capabilities of the device [4]. Electronic assistive 

devices that have a human-machine interface (HMI) that has been thoughtfully designed can 

significantly improve the quality of life for those who have impairments. 
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A. Definition of electronic assistive technologies (EATs) 

Hardware known as electronic assistive technologies (EATs) is designed to aid persons with 

disabilities in performing routine activities and living more independently. Mobility aids, 

communication aids, sensory aids, and cognitive aids are all possible thanks to the 

incorporation of electrical and computer-based technology into these devices. These 

accommodations are made so that people with special needs have an easier time of it. From 

simple instruments like magnifying glasses to complex robotic systems, there is a vast range 

of possible forms that EATs might take. Examples of assistive electronic technologies include 

powered wheelchairs, hearing aids, speech recognition software, home automation systems, 

and prosthetic limbs (EATs). Those with a wide range of disabilities, from motor to sensory to 

cognitive, can benefit from using this assistive technology [5]. The goal of developing 

enhanced assistive technology applications (EATs) is to improve people's levels of autonomy, 

information access, and quality of life. A powered wheelchair, for instance, can help someone 

who has trouble walking go around on their own, and a hearing aid can make it easier for 

someone who has trouble hearing to carry on conversations. Both of these gadgets can be 

purchased right now. The fact that EATs can be modified to meet the needs of individual 

users is one of their greatest strengths. For instance, a person's chosen language and 

communication method can be incorporated into a communication assistance. Also, as 

technology develops, electronic activity trackers (EATs) become more sophisticated and 

versatile, providing users with a wider range of options [6]. Environmental accessibility 

technologies (EATs) have the potential to greatly enhance the quality of life for people with 

impairments, and this field is growing rapidly. If one wants to make the most of EATs, they 

must strive towards developing HMIs that are both effective and straightforward to use 

II. Review of Literature 

In the context of the smart home, in the paper [7]author, discusses the results of a study on 

the design of touch screen interfaces for senior persons. The research is centered on the 

development of icons and labels for touch screen interfaces that are simple to comprehend 

and work with by persons of advanced years. The visibility of the interface elements is also 

improved by the investigation of the use of color and contrast, which is included in the study. 

It was carried out on a collection of senior citizens, and the results demonstrated that the 

proposed design guidelines increased the usability of the touch screen interface, as well as the 

level of user happiness. 

In the paper [8]author, represents an robotic arm that can be operated by speech is presented 

in this paper for those who have limitations. A microprocessor, a robotic arm, and a module 

for voice recognition are the components that make up this system. Voice recognition is 

handled through the Google Speech Recognition API, which is utilized by the voice 

recognition module. The microcontroller oversees directing the motions of the robotic arm in 

response to the vocal commands that have been recognized. Within the scope of this study is 

the investigation of the use of tactile feedback as a means of enhancing the usability of the 

interface. In the paper [9]authorresearch suggests a set of design principles for the positioning 
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and dimensions of the tactile elements to be used. In the paper [10]author, depicted the 

research methodology that was carried  out on a group of individuals who had visual 

impairments, and the results demonstrated that the proposed design guidelines increased the 

usability of the tactile interface as well as the level of user satisfaction. 

 

Paper Title 

 

Methodology 

 

Contribution 

"Design and Development of an 

Assistive Device for Quadriplegic 

People Using a Head Motion 

Control System" 

Experimental Developed an assistive device that allows 

quadriplegic people to control their 

wheelchair using head motion and tested it 

with a sample of quadriplegic users 

"Eye Tracking-Based Human-

Machine Interface for Disabled 

People" 

Experimental Developed an eye tracking-based interface 

for disabled people to interact with 

computers and tested its accuracy and 

usability with a sample of disabled users 

"Development of a wearable 

electromyography-based human-

machine interface for the disabled" 

Experimental Developed a wearable interface based on 

electromyography for disabled people to 

control an external device and tested its 

accuracy and usability with a sample of 

disabled users 

"Multimodal interfaces for 

assistive technology: a review" 

Literature 

review 

Reviewed different multimodal interfaces 

used in assistive technology and their 

effectiveness in improving user experience 

and usability 

"Design and development of a 

hybrid EEG-EOG brain-computer 

interface for movement control in 

paralysis" 

Experimental Developed a hybrid EEG-EOG BCI for 

movement control in paralysis and tested it 

with a sample of able-bodied users and a 

tetraplegic patient 

"Design of a low-cost smart home 

control system for people with 

disabilities" 

Experimental Developed a low-cost smart home control 

system based on voice recognition and tested 

it with a sample of disabled users 

"Touch and speech interface for 

elderly and disabled users of home 

appliances" 

Experimental Developed a touch and speech interface for 

home appliances for elderly and disabled 

users and tested it with a sample of elderly 

and disabled users 

"Development of a myoelectric 

human-machine interface for 

upper-limb rehabilitation" 

Experimental Developed a myoelectric interface for upper-

limb rehabilitation and tested it with a 

sample of healthy users 
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"EMG-Based Human-Machine 

Interface for Controlling a Robotic 

Arm" 

Experimental Developed an EMG-based interface for 

controlling a robotic arm and tested it with a 

sample of healthy users 

"Design and Development of a 

Smart Cane for the Visually 

Impaired" 

Experimental Developed a smart cane for the visually 

impaired that uses ultrasonic sensors and a 

haptic feedback system and tested it with a 

sample of visually impaired users 

"Design and development of a 

vision-based interface for human-

robot interaction" 

Experimental Developed a vision-based interface for 

human-robot interaction and tested it with a 

sample of able-bodied users 

"Design and development of an 

intelligent wheelchair control 

system for the physically 

challenged" 

Experimental Developed an intelligent wheelchair control 

system that uses voice recognition and 

obstacle detection and tested it with a sample 

of physically challenged users 

"A Virtual Keyboard Based on 

Head Tracking for People with 

Disabilities" 

Experimental Developed a virtual keyboard based on head 

tracking for people with disabilities and 

tested it with a sample of disabled users 

"SmartCane: Assistive technology 

for visually-impaired and blind 

people" 

Experimental Developed a smart cane for visually 

impaired and blind people that uses 

ultrasonic sensors and haptic feedback and 

tested it with a sample of visually impaired 

users 

"Virtual reality-based human-

machine interface for remote 

control of assistive devices" 

Experimental Developed a VR-based interface for remote 

control of assistive devices and tested it with 

a sample of able-bodied users 

"Smart wheelchair system for 

people with disabilities: a review" 

 Reviewed different smart wheelchair 

systems and their effectiveness 

Table 1. Comparative Study of Review 

A. Overview of EATs and their applications 

i.Mobility Aids:  

Those who have trouble getting around on their own may benefit from mobility aids, which 

are specially designed equipment. Powered wheelchairs, scooters, and prosthetic limbs are all 

examples of mobility aids. Sensors and motors are only two examples of the cutting-edge 

technology used in these gadgets, which allow for more freedom of movement. 
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ii.Communication Aids:  

Communication aids are tools that enable persons who have trouble speaking or writing to do 

so. Speech synthesizers, text-to-speech programs, and communication boards are all types of 

communication aids. To improve user-device communication, these gadgets integrate cutting-

edge technology including natural language processing. 

III. Factors to consider in designing an HMI for EATs 

Although electronic assistive technologies (EATs) with human-machine interfaces (HMIs) 

have advanced significantly, there are still a number of issues that need to be resolved. We 

will go over some of the main drawbacks of the current HMIs in EATs in this part. 

i.Accessibility:  

One of the main drawbacks of the HMIs used in EATs nowadays is their restricted 

accessibility. Many HMIs are difficult or impossible to use for people with impaired motor 

function because they need a high degree of dexterity or hand mobility. Also, a lot of HMIs 

are made particularly for people with visual or aural impairments and may not be appropriate 

for those with other disabilities. 

ii.Customization:  

While some HMIs offer extensive customization options, others may have less options for 

meeting the demands of certain users. For instance, some HMIs might not be able to 

accommodate diverse languages or dialects or might be challenging to adapt to the demands 

of users with particular physical or mental disabilities. 

iii.Reliability:  

HMIs in EATs must be extremely dependable because they frequently handle crucial tasks 

including communication, mobility, and safety. However contemporary HMIs might be prone 

to mistakes or flaws, which could make users angry or even hurt them. 

iv.Usability:  

The usability of the present HMIs in EATs is another drawback. Several HMIs could be 

challenging or perplexing to use, especially for people who are unfamiliar with the 

technology. This can reduce the EAT's effectiveness and cause dissatisfaction. 

v.Cost: 

Expense can be a big barrier for many people who need EATs, to sum up. Certain HMIs can 

be very expensive, which might make them less accessible to people who can't afford them or 

don't have insurance.Thus, even though recent years have seen substantial advancements for 

contemporary HMIs in EATs, there is still a need for additional research and development to 

solve the above-mentioned constraints. Future studies should concentrate on creating HMIs 

that are more affordable, adaptable, dependable, and user-friendly in addition to solving 

difficulties with cost and accessibility. 
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A. Accessibility considerations for users with varying abilities 

Human-machine interface (HMI) design for electronic assistive technology must take 

accessibility into account (EATs). Several kinds of interfaces may be necessary for people 

with different kinds of capacities to use EATs successfully, such as those with physical, 

sensory, or cognitive disabilities. Thus, usability should take centre stage while developing an 

HMI for EATs. 

i.Physical Impairments: 

Users with physical limitations may struggle with conventional input devices like keyboards, 

mice, and touchscreens due to their impaired mobility, dexterity, or strength. Human-machine 

interfaces for EATs should be designed with minimal-effort input techniques in mind, such as 

voice instructions, switches, or joysticks. The physical design of the interface, including the 

size, shape, and location of buttons, as well as how the device can be carried or mounted, 

should be taken into account to ensure that it is usable by people with a wide range of 

physical abilities. 

ii.Sensory Impairment: 

Users with sensory limitations, such as those with limited vision or hearing, may need 

alternative interfaces in order to effectively use EATs. High-contrast displays, braille or 

tactile feedback, or voice-activated commands may be necessary for people with vision 

impairments, whereas visual feedback or alternate aural cues may be necessary for people 

with hearing impairments. HMIs for EATs should take into account the demands of users 

with sensory impairments and provide appropriate interfaces. 

B. Safety and reliability considerations to prevent user injury or damage to device 

With electronic assistive technology, the Human-Machine Interface (HMI) design needs to 

put an emphasis on both the user's safety and the system's dependability (EATs). When 

designing a human-machine interface (HMI) for assistive electronic devices (EATs), which 

are intended to support people who have physical limitations, the user's safety and comfort 

should always come first. The following are some of the most significant aspects to consider 

in terms of dependability and safety: 

i.Durability:  

The durability of EATs is crucial because of how frequently they are used. The HMI needs to 

be sturdy and well-made to last a long time without breaking. 

ii.Error Prevention: 

To avoid injuries or malfunctions, the HMI should be built to discourage accidental button 

presses. Some examples of such safeguards are confirmation dialogue boxes, locks, and error 

checking software. 
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iii.Emergency Stop: 

In the event of an emergency, EATs should have a stop mechanism installed. This could be a 

hard-wired button or switch that instantly powers down the gadget. 

iv.Redundancy: 

Safety and dependability are greatly improved by incorporating redundancy. In the event of a 

failure or malfunction, the HMI should automatically switch to a backup system. 

v.Clear Feedback: 

There should be no ambiguity in the HMI regarding the device's state, any problems or 

warnings, or the next steps that need to be taken. There could be auditory and visual cues, as 

well as tactile sensations. 

vi.User Training: 

Users should receive comprehensive training on how to operate the EAT and HMI in a secure 

and efficient manner. Instructions on how to utilise the emergency stop button and how to fix 

common problems might be included here. 

vii.Regulatory Compliance: 

Depending on the context and jurisdiction, EATs may need to follow certain rules and 

regulations. Designing the HMI with compliance in mind and checking that all regulations 

are met is crucial, when developing an HMI for EATs, safety and dependability must be top 

priorities. Durability, error prevention, emergency stop mechanisms, redundancy, clear 

feedback, user training, and regulatory compliance should all play a role in the design of the 

HMI to ensure the user's safety and well-being. 

C. User-centered design to prioritize the user's experience and feedback 

The Human-Machine Interface (HMI) design that is used for electronic assistive technology 

should put the needs of the user first (EATs). If the user's needs and preferences are taken into 

account at every stage of the design process, as is the case with user-centered design, the 

human machine interface (HMI) is much more likely to fulfil those needs and fulfil those 

preferences. The following are some of the most essential components of user-centered 

design that should be considered when developing EATs: 

i.Accessibility Consideration: 

Accessibility is a factor to be considered in user-centered design, which necessitates 

considering the requirements of users who have disabilities and making the HMI as 

accessible and inclusive as possible. Including features like as voice control, huge buttons, 

and customizable font sizes may be necessary to do this. 
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ii.User Feedback: 

Feedback from users: Receiving feedback from users at every stage of the design process is 

critical. Designers have a responsibility to pay attention to user feedback and incorporate it 

into the design of the human-machine interface (HMI). This may entail adjusting the 

structure, functionality, or look of the HMI depending on the comments and suggestions of 

users. 

When developing an HMI for EATs, it is essential to focus on the end user throughout the 

design process. User research should inform the design process, which should include 

usability testing, considering accessibility requirements, including iterative design and 

feedback processes, including usability testing, and prioritizing user feedback at various 

points along the process. It is possible for designers to produce HMIs that are functional, 

efficient, and user-friendly if they give the user's experience and feedback the utmost 

importance. 

IV. Types of HMIs for EATs 

The term "human-machine interfaces," or HMIs, refers to the various ways in which 

electronic assistance technology can communicate with users (EATs). Because each HMI 

design has both positive and negative aspects, the option that is most suitable for a given user 

and situation will depend on the specifics of that user's needs and circumstances. The 

following are examples of common HMIs that can be found in EATs: 

A. Voice recognition software 

Human-machine interfaces (HMIs) like voice recognition software allow users to command 

machines by speaking to them. You may know it by one of its many other names: voice 

activated technology, voice recognition software, or speech to text software. To put it simply, 

speech recognition software takes audio input from a user and translates it into actionable text 

or commands for the device.To help persons with impairments operate a wide variety of 

electronic devices, voice recognition software has been widely included in EATs. Voice 

recognition software allows people with disabilities, such as mobility issues or difficulties 

with fine motor skills, to utilize their computer, phone, or home automation system. Voice 

recognition software allows the visually impaired to utilize their devices independently of 

visual clues.The use of voice recognition software in EATs offers many benefits. The lack of 

physical involvement and the simplicity of the interface make it suitable for persons with 

limited movement or dexterity. Those who need to use their smartphones while concurrently 

juggling other responsibilities will appreciate that this feature enables hands-free operation. 

Those with speech problems or accents can benefit greatly from voice recognition technology 

since it can be trained to detect their unique voices and dialects.Yet, there are also limitations 

to voice recognition software. Some users may find it challenging to use because it doesn't 

function well in noisy surroundings or with background noise. It also necessitates a high level 

of oral fluency, which might be difficult for people with language or speech problems. 

Finally, there are times when speech recognition software fails to identify a user's instruction 

or word, resulting in an error or user displeasure.As a result, voice recognition software is an 
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important human-machine interface (HMI) in EATs that can facilitate access for people with 

disabilities. To make the most of its potential, designers must take into account the tool's 

weaknesses as well as the user's specific requirements. 

B. Touchscreens 

Human-machine interfaces (HMIs) like touchscreens let people control their electronics by 

touching the screen. They are now found in nearly all modern electronic gadgets and are 

frequently utilized in electronic assistive technologies (EATs).A user's touch on a touchscreen 

is translated into an action or command by sensing the precise location of the touch on the 

screen. In EATs, they serve many functions, including operating a wheelchair or other 

medical device, accessing communication tools, and operating home automation 

systems.Touchscreens are helpful in EATs since they may be used in a variety of ways. 

Touchscreen sensitivity can be adjusted, and users with visual impairments can benefit from 

the usage of enlarged buttons and icons. Tactile feedback, such as vibration or sound, can be 

provided by touchscreens to reassure the user that their touch has been recognized.Yet, 

touchscreens do have their drawbacks when it comes to EATs. Touchscreens present unique 

challenges for users with disabilities that impede movement or fine motor skills. Those with 

tremors or other involuntary movements may also have trouble using touchscreens because of 

their sensitivity. Also, they need to make sure the equipment is safe by avoiding inadvertent 

touches and keeping it sturdy. Despite these drawbacks, touchscreens continue to serve as a 

valuable human-machine interface (HMI) in EATs. 

C. Switches and sensors 

Electronic assistive technologies (EATs) allow people with impairments to use electronic 

equipment by providing alternative methods of interaction, such as switches and sensors. To 

function, switches and sensors monitor for and respond to external physical actions and 

movements, such as button presses, switch flips, and head and eye movements.To operate a 

wheelchair, activate a home automation system, or gain access to a communication device, 

switches and sensors can be integrated into EATs. Because they don't require as much 

dexterity as touchscreens and other HMIs, they are especially helpful for people with 

mobility limitations or disabilities that affect their fine motor skills.Switches and sensors 

have the benefit of being easy to use. Adjusting the switch's placement or the sensor's 

sensitivity makes it possible to personalise them for each user. Users with varying degrees of 

mobility or control can benefit from having them attached to the head, foot, or mouth.The use 

of switches and sensors in EATs does have its drawbacks, though. It is possible that users will 

need training or practice before they can become comfortable with and make full use of the 

equipment. They may also have restrictions on the types of behaviors they can recognize or 

the sophistication of the instructions they can carry out.Switch and sensor designers in EATs 

must take these constraints into account and cater the gadget to the individual user. Also, they 

need to make sure the item is mounted securely and that there is no chance of inadvertent 

activation. Despite these drawbacks, switches and sensors continue to serve as an important 

HMI in EATs, giving people a simple and dependable way to control their gadgets. 
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D. Brain-computer interfaces 

Human-machine interfaces (HMIs) like brain-computer interfaces (BCIs) let people control 

technological gadgets with their thoughts. In order to control an electronic device, BCIs 

detect and analyze patterns of electrical impulses created by the brain, turning those patterns 

into orders or actions.For users with severe disabilities, such as paralysis or neurological 

disorders, BCIs hold great promise as an HMI alternative in the realm of electronic assistive 

technologies (EATs). With a BCI, these people can interact with their surroundings, 

communicate with others, and use technology in a natural, straightforward way.Both invasive 

and non-invasive methods can be used to implement BCIs. Electrodes are surgically 

implanted into the brain tissue for invasive BCIs, whereas electroencephalography (EEG) and 

magnetoencephalography (MEG) employ external sensors to detect brain impulses through 

the scalp for non-invasive BCIs.Higher quality and more dependable signals are a benefit of 

invasive BCIs, but these devices also pose serious hazards, such as infection, hemorrhage, 

and brain tissue damage. However, the signals from non-invasive BCIs may be weaker or 

more susceptible to influence from environmental factors.An effective BCI for EATs must 

take into account the user's training and familiarity with the device, the range and complexity 

of the commands that may be executed, and the accuracy and reliability of the signal 

detection. It can be difficult and time-consuming to create the specific software and 

algorithms needed by BCIs to analyze and interpret brain signals.Despite these limitations, 

BCIs have demonstrated remarkable results in EATs, enabling patients to operate prosthetic 

limbs and wheelchairs, type on a virtual keyboard, and even play video games with only their 

minds. BCIs, with their potential to enable greater freedom and functionality for persons with 

impairments, have the potential to transform the field of EATs as technology continues to 

improve. 

V. Working Block Diagram 

Human-machine interfaces (HMIs) for electronic assistive technologies (EATs) often have a 

block design with multiple crucial parts. These parts take in information from the user, relay 

that information to the electronic aide, and give the user sensory feedback. 
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Figure 2. Block Architecture of Human Interaction Interface based on Wireless System 

The microcontroller or processing unit receives user input from the input sensors (e.g. touch, 

voice, switches, BCI), interprets the input, and then takes action based on the interpretation. 

Displays, speakers, and motors are all examples of output devices that give the user feedback 

or carry out the requested task. The communication module allows the HMI to link to other 

devices or systems (such the caregiver's phone or the hospital network), while the power 

supply powers the system. 

i.Input Sensor:  

Sensors that receive input from the user include those that pick up on the user's voice, touch, 

switches, or even brain activity. 

ii.Signal conditioning  

Once the input sensors have recorded the user's input, the signal is "conditioned" to eliminate 

background noise and boost the signal's volume. 

iii.Signal processing:  

Information, such as speech or gesture, is extracted from the conditioned signal using a 

process called signal processing. 
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iv.User interface:  

The user interface is the part of a system that the user directly engages with. This can be a 

graphical user interface on a touchscreen or a voice-activated interface, among other things. 

v.Control and communication:  

The information exchange between the user interface and the electronic assistive device is 

coordinated by the control and communication module. The input from the user is converted 

into a form that the device can understand, and control signals are then transmitted to the 

gadget via this part. 

vi.Feedback system:  

The user is provided with sensory feedback via the feedback system. This can be in the form 

of a vibration or a beep to let the user know their input was successfully registered. 

vii.Safety and reliability:  

Block design places a premium on both security and dependability. The HMI needs to be 

secure so that no one gets hurt or breaks anything. Mechanisms for error detection and repair, 

as well as backup systems, may fall under this category. 

An HMI for EATs should be created with the user's requirements in mind, starting with the 

block architecture. The system needs to be adaptable so that it can accommodate users of 

varied abilities and preferences. To guarantee the system's secure and dependable operation 

over time, safety and dependability are also essential factors to take into account. 

VI. Case studies 

Below are numerous examples that show how HMIs can be used to improve technological 

aids to daily life (EATs). Certainly! Case studies involving HMIs in electronic assistive 

technology (EATs) are presented below: 

i.Smart Wheel Chair System:  

Using a number of human-machine interfaces (HMIs)—including a touchscreen interface and 

joystick controls—researchers at the University of Toronto created a "smart wheelchair 

system." Sensors and cameras were also included into the system to aid the user in navigating 

their surroundings and avoiding potential hazards. The system was built to be flexible, so that 

users could select the input method that worked best for them. 

ii.Voice Controlled Home Automation System:  

Researchers at the University of Sussex in the United Kingdom conducted a study that led to 

the creation of a voice-controlled home automation system that could be used by people with 

mobility impairments. To operate the lights, the temperature, and other appliances in the 

house, the user simply spoke into the system's microphone, and the system interpreted their 

words using natural language processing technology. 
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iii.Controlling a prosthetic hand:  

A myoelectric interface was implemented in a system built by researchers at the University of 

Glasgow in the UK. The prosthetic hand could be used with great dexterity and precision 

thanks to sensors attached to the user's muscles. 

iv.Augmentative and alternative communication (AAC) system: 

An AAC system was created through research at the University of Colorado Boulder for 

those who have trouble communicating due to a disability. The system uses a tablet computer 

and specialized software to allow for multiple modes of interaction, such as text-to-speech 

and graphical representations of words. Touchscreens and switches were among the several 

input options built into the system. 

Above given examples illustrate how HMIs can be used in EATs to provide people with 

disabilities more say over their surroundings, better facilitate communication, and enhance 

their quality of life. More creative implementations of HMIs in EATs are anticipated to 

appear as technology develops further. 

A. Examples of effective HMIs in EATs 

i.Tobii Dynavox Eye Tracking Technology: 

Tobii Dynavox is an eye-tracking system that can be used to give people with mobility 

impairments command over their surroundings with nothing more than the gaze of their eyes. 

The user can move the mouse cursor, make selections, and even type on a virtual keyboard 

simply by staring at the appropriate places on the screen. The eye tracking system's 

sensitivity and precision may be adjusted by the user to match their own requirements, and 

the technology is highly adaptable. 

ii.Apple Voiceovers:  

Voiceovers is an in-built accessibility function in Apple devices that enables users with visual 

impairments to use only their voice to browse and communicate with their device. 

VoiceOveris able to interpret the user's orders thanks to natural language processing 

technologies and respond with audible and haptic feedback. The language, accent, and 

speaking rate of VoiceOver's feedback can all be modified by the user. 

iii.Brain Gate Neural Interface System: 

Paralyzed people can now move their prosthetic limbs and operate household appliances with 

their minds thanks to the Brain Gate neural interface system. With the help of a small 

implanted sensor, the user can direct the actions of a computer mouse, a robotic arm, or other 

equipment with nothing but their thoughts. The system's adaptability means that it can be 

trained to detect the user's unique brain signals and motor patterns. 

iv.Smart Home Systems 

Assistive technology like smart home systems like Amazon Alexa and Google Home are 

growing in popularity among disabled people. Lights, thermostats, and home appliances can 



Vol. 71 No. 1 (2022) 

http://philstat.org.ph  

Mathematical Statistician and Engineering Applications 

  ISSN: 2326-9865 

DOI: https://doi.org/10.17762/msea.v71i1.2127 

365 

all be managed with a user's voice through one of these systems. In addition to providing a 

streamlined and adaptable user experience, the systems can be linked with other assistive 

devices like hearing aids and smartwatches. These instances highlight the need for flexible 

HMIs in EATs. Users can tailor their experience with assistive technology to their own 

requirements and preferences by modifying settings like sensitivity, accuracy, and feedback. 

We may anticipate even more advanced and useful HMIs in EATs as technology develops. 

VII. Conclusion 

In conclusion, people who are disabled or have limited mobility can benefit substantially 

from the use of electronic assistive technology (EATs). Yet, the human-machine interface 

(HMI) design is crucial to the success of these technologies. Accessibility, customization, 

safety, and user-centered design are all factors that should be taken into account while 

designing HMIs for EATs.Voice recognition software, touchscreens, switches and sensors, 

and brain-computer interfaces are all examples of current HMIs for EATs, each of which has 

advantages and disadvantages. In order to construct HMIs that effectively cater to the 

requirements of Their users, designers must critically evaluate their design decisions and take 

user feedback into account.Successful HMI case studies in EATs show how good design may 

enhance the utility and satisfaction of these technologies for their end users.Improving 

accessibility and quality of life for people with impairments or limited mobility will require 

future research and development of HMIs for EATs. HMIs can be made more efficient and 

user-friendly by putting UX concepts front and center and making use of cutting-edge 

technologies. 
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