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Abstract: Radiologists can diagnose Covid-19 using information from a 

chest X-ray scan. However, X-ray visual analysis takes time. Consequently, 

it's essential to create algorithms for the automatic detection of COVID-19 

from CT scans. To identify Covid-19 cases, we provide a logistic 

regression, KNN, and boosted tree classifiers in this study. The proposed 

method uses the fourth-order PDE-based filter as a preprocessing before 

extracting GLSZM features and making the classification decision. In 

comparison to results from the classifiers, these results are more trustworthy 

and explicable. According to experimental findings, the technique can 

produce good performance with an accuracy of 98.42%. 

Keywords: Fourth order PDE, GLSZM, Logistic regression, KNN, boosted 

tree. 

I.Introduction 

Globally, the Covid-19 virus continues to have a major effect on people's personal life quality 

and health. Within a few months, it had almost reached every corner of the globe [1]. According 

to data, more than 0.3 million individuals have died worldwide as a result of COVID-19 just 2 

months after even the World Health Organization identified it as a worldwide epidemic [2]. 

Just around 267 million people were infected with it worldwide and resulted in more than 5.2 

million fatalities by 8 December 2021. Government restrictions put in place to stop the spread 

of this deadly disease have a severe effect on every living thing in every country. [3]. COVID-

19-related disorders can range in intensity from modest ailments to significant, even fatal, 

ailments. (RT-PCR) testing is recognized as effective for the diagnosis of COVID-19, despite 

its limitations. Inside the respiratory tract, SARS-CoV-2 genetic material is found using an 

RTPCR technique [4]. For RTPCR, equipment is required, and it takes at least 24 hours to 

reach a decision. The diagnosis may require confirmation by another RTPCR or other testing 

because it is not entirely accurate. Using chest X-ray imaging, doctors may monitor patients 

having COVID-19 symptomatology while they are waiting for RTPCR findings or in 

circumstances where RTPCR tests are negative. Images from chest X-rays are a crucial 

diagnostic tool for assessing a variety of respiratory disorders, including fever. However, they 

can be difficult to comprehend and take some time. 

The development of a method that will help doctors identify COVID-19 is essential. Early 

identification of COVID-19 may be able to save a life of a patient by providing the necessary 
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medical assistance as soon as possible. One approach that has recently been used to overcome 

issues with image processing is deep learning. It has been found that it has significant impacts 

on a number of areas, including medicine, agriculture, remote sensing, and gesture recognition 

[5, 6, 7]. It is used in medicine to diagnose and classify a wide range of illnesses, including 

cancer [10], various ulcer types [8, 9], and skin problems [8, 9]. Such algorithms for deep 

learning allow for accurate disease diagnosis by medical professionals. 

Figure 1 shows the workflow of the proposed method. The following is the format for this 

paper. In Section 2, the Covid-19 imaging methods and the collection and preprocessing of X-

ray image data are described and the anisotropic diffusion filtering and GLSZM feature 

extraction technique in X-ray images are discussed in Section 3. The observations of three 

classifiers are shown in section 4. The outcomes are detailed in Section 5. In Section 6, the 

analysis reaches its conclusion. 

 

Figure 1. Workflow 

II.Material and Methods 

The first step in any image processing system is image acquisition. Image acquisition means 

collecting image data from the database. The open-source Kaggle database was utilized for this 

study's classification of Covid 19 chest X-rays. This database, which is open source and offers 

an analysis of each image's flaws using efficient algorithms, has 392 chest X-rays images and 

the related ground truth images. The 392 images consist of 196 normal images and 

196 aberrant images. The raw chest X-ray images for this paper's second phase are RGB 

images, and noise must be removed for the accuracy of the images to order to convert them to 

grayscale. These modifications are made in accordance with the norms and regulations of 

MATLAB. Additionally, this procedure is necessary because it enhances some of the source 

images that are important for subsequent processing while also working to improve the image 

data. The following steps are used to prepare images for grayscale conversion from RGB 

images and filtering. Figure 2 shows normal and Covid-19 chest X-ray images. 

 

Figure 2. Chest X-ray images of Normal and Covid-19 
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Pre-processing is done to make an image better so that we can analyze it more 

successfully.  Using preprocessing, we can get rid of undesired distortions and enhance certain 

elements that are crucial to the method we're working on. The Mean, Median, Laplacian, 

Wiener, Anisotropic diffusion filter, and Fourth order PDE filters are used in this study to pre-

process images from the dataset. A Fourth order PDE filter is applied to images from the dataset 

based on some parameter values. Table 1 depicts the result of some parameter values of the 

various filters. 

FILTERS PSNR SNR MSE 

Mean 4.42377662 2.54E+02 2.35E+04 

Median 34.3947103 150 23.637924 

Laplacian 4.72734988 2.19E+04 255 

Wiener 32.145816 47 39.67334 

Anisotropic diffusion 46.61619 1.417297 4 

Fourth order PDE 40.5131315 5.777863 7 

Table 1. Comparison of Filters 

 

Figure 3. Filtered Chest X-ray images 

III.FILTERING AND FEATURE EXTRACTION 

Filtering is an important step in the image processing system. Because image filters remove 

the noises efficiently. In this anisotropic diffusion (sometimes referred to as Perona Malik 

diffusion) is used to remove unwanted distortion from an image without losing information 

that is essential to subsequent steps in the process, such as edges, corners, or other defining 

features of the input data that are required for feature extraction. The pixel intensity functions 
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(u), the timescale (t), and the diffusion coefficient (c) are all variables to consider. Anisotropic 

diffusion (1) is defined as: 

∂u

∂t
= div(c( ∆u)∆u) 

Applying anisotropic diffusion to images allows noise to be reduced without distorting the 

edges. When the diffusion rate is held constant, anisotropic diffusion can be calculated using 

the heat equation, which is equivalent to Gaussian blurring. Even while it seems to help with 

noise reduction, this method also randomly and completely blurs edges. When the diffusion 

coefficient is specified as a threshold function, as in Perona Malik, the governing equation 

favors diffusion (and consequently filtering) over smooth pixel intensity zones while 

suppressing it everywhere else in the input image. Therefore, the image's components are 

preserved while the noise is filtered out. The GLSZM feature extraction method is used in the 

next step to extract features from the output filter image. 

The volume of associated, homogenous zones of a particular size and intensity within the 

volume is described by a grey-level size-zone matrix. The (m,n)th item of the GLSZM p(m,n) 

indicates the quantity of interconnected gray level m and size n regions. In order to 

describe heterogeneity at a local level, GLSZM characteristics thus describe 

affected homogenous regions within the affected volume [13]. Let: 

- p(m, n) is the (i, j)th element in the existing GLSZM p, 

- Ng the count of the image's distinct pixel intensities, 

- Nz the extent of the most substantial, homogenous area within the amount of interest, 

- Ns the overall number of homogeneous areas (zones), where Ns = ∑ ∑ p(m, n)
Nz
n=1

Ng

m=1  

- pz the distribution of all the zones with sizes j, added together, where pz(n) =

 ∑ p(m, n)
Ng

m=1  

- pg the distribution of grey levels m over the total number of zones, where pg(m) =

 ∑ p(m, n)
Nz
n=1  

- Np the quantity of image voxels, where Np = ∑ npr
Nz
n=1  

- μr average zone size, where μr =  ∑ ∑ jp(m, n|θ)Nz
n=1

Ng

m=1  

- μg the average gray level, where μg = ∑ ∑ ip(m, n|θ)
Nz
n=1

Ng

m=1  

• Small Zone Emphasis (SZE) 

              SZE =  ∑
pz

n2

Nz

n=1

 

• Large Zone Emphasis (LZE) 

LZE = ∑ n2pz

Nz

n=1

 

• Gray Level Non-uniformity (GLN) 
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GLN = ∑ pg
2

Ng

m=1

 

• Zone-Size Non-uniformity (ZSN) 

ZSN = ∑ pZ
2

Ng

m=1

 

• Zone Percentage (ZP) 

ZP =
Ns

Np
 

 

• Low Gray-Level Zone Emphasis (LGZE) 

LGZE = ∑
pg

m2

Ng

m=1

 

• High Gray-LevelZone Emphasis (HGZE) 

HGZE = ∑ m2pg

Ng

m=1

 

• Small Zone High Gray-Level Emphasis (SZLGE) 

     SZLGE = ∑ ∑
p(i, j)

m2n2

Nz

n=1

Ng

m=1

 

• Large Zone Low Gray-Level Emphasis (LZLGE) 

 LZLGE = ∑ ∑
p(m, n)n2

m2

Nz

n=1

Ng

m=1

 

• Large Zone High Gray-Level Emphasis (LZHGE) 

LZHGE = ∑ ∑ p(m, n)n2m2

Nz

n=1

Ng

m=1

 

• Gray-Level Variance (GLV) 

GLV =
1

Ng X NZ
∑ ∑(ip(m, n) − μg)

2

Nz

n=1

Ng

m=1

 

• Zone Size Variance (ZSV) 

ZSV =
1

Ng X NZ
∑ ∑(np(m, n) − μz)2

Nz

n=1

Ng

m=1

 

Features Normal  Abnormal 

SZE 0.80021 0.67983 
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LZE 590.21 625.64 

GLN 0.00522 0.0062 

ZSN 0.59599 0.42852 

ZP 0.60025 0.35265 

LGZE 0.00132 0.00028 

HGZE 17376.5 27944.5 

SZLGE 0.00067 0.00016 

SZHGE 13685.7 17669.1 

LZLGE 585.81 0.02942 

LZHGE 84608.2 3.80E+04 

GLV 6.30E-05 0.00014 

ZSV 2.15E-08 6.16E-08 

Table 2. GLSZM feature values of normal and abnormal images. 

IV.   Classification 

In this section we are going to discuss three types of classifiers. They are logistic regression, 

KNN, booster tree classifiers. The above classifiers identify and classify normal and abnormal 

images from the extracted feature values. 

Machine learning has adapted the classifications method known as logistic regression from 

statistics. Logistic regression is a statistical method for examining a sample where one or much 

more distinct factors can affect a result. A classifier is that any method with a given criteria 

that discretizes the output as classes. Because it is a regression of class probabilities, logistic 

regression is a fitting name for the technique.   

An algorithm for classifying data is logistic regression. It is employed to predict a binary 

outcome using a number of variables (1/0, Yes/No, True/False). We used dummy variables to 

express binary or categorical outcomes. Logistic regression is a special example of linear 

regression when the main result is classified and the log of the probability is used as the 

regression model. It determines the likelihood of an event occurring an event will occur by 

fitting the experimental data to a binary logistic regression function[14]. 

The generalised linear model's core equation is: 

g(E(y)) = α + βx1 + γx2 

Here g() is the link equation, E(y) is the is the targeted variable's predicted value and α +

βx1 + γx2 is the  linear predictor (α, β, γ to be predicted). 
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log (
p

1 − p
) = y 

Here log (
p

1−p
) is the link  function. If p is the  likelihood of success,  1 − p will be the  

likelihood of failure. A non-linear association can be modelled linearly by applying a 

logarithmic transformation to the outcome variable.  

The next type of classification method is K-Nearest Neighbor.  KNN, or K-nearest Neighbor, 

is one of the supervised learning methods that is frequently used to classify data based on how 

its neighbors are classified. KNN keeps track of all of the available instances and classifies new 

cases based on a similarity score. The supervised object classification algorithm K-Nearest 

Neighbors (k-NN) gains knowledge from a labelled training set by swallowing the training and 

testing X and its labels Y and learning to map the input X to the desired output Y. Undoubtedly 

the simplest machine learning algorithm is the k-NN. The model only employs training data; 

that is, it learns the entire training set and outputs the category with the huge number of the 

closest 'k' neighbors identified by some distance measure [15]. 

The test image to be predicted is given to the model after it has stored the training set for 

prediction. After calculating the distance between each image in the training images and the 

test image, the model finds the 'k' training set that is most similar to the test dataset. The class 

is then produced via a voting process, typically a majority vote, based on the labels of these ‘k’ 

neighbours. 

It is possible to utilise different distance metrics to determine distances, such as the L1 distance 

function, which adds up the differences between pixels in two images.. 

d1(I1, I2) = ∑p|Ip1 − Ip2| 

The final classifiacation techniques is boosted tree algorithm. Each tree depends on earlier trees 

when there is boosting. By adjusting the residual of the trees that came before it, the algorithm 

learns. As a result, boosting tends to increase accuracy while carrying a slight risk of reduced 

coverage in a decision tree ensemble. Based on the LightGBM algorithm, this component [16].  

The Boosted Trees Model is an example of an additive model that combines judgements from 

a series of base models to provide predictions. Formally, we can express this class of models 

as follows: 

g(x) = f0(x) + f1(x) + f2(x) + ⋯ 

where the total of the simple base classifiers fi makes up the final classifier, denoted as g. Each 

base classifier in the boosted trees model is a straightforward decision tree. Model ensembling 

is a wide term for the use of numerous models to improve predictive performance. 

V.  Experimental Results 

When evaluating the classifier's performance for classifying chest X-ray images, sensitivity, 

specificity, accuracy, error rate, F1 Score, and MSE of the classifier are taken into 
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consideration. Due In fact, 10% of the data was used for training and 90% was used for testing. 

Below is a list of the formula for standard parameters to find the classifiers' performance. 

𝑃𝐼 =
𝑃𝐶 − 𝑀𝐶 − 𝐹𝐴

𝑃𝐶
𝑋100 

Perfect Classification (PC), False Alarm (FA), and Missed Classification (MC) are the  used in 

this. The mathematical formulas for the specificity, sensitivity, and accuracy is 

Sensitivity =
TP

TP + FN
 

Specificity =
TN

TN + FP
 

Accuracy =
TP + TN

TP + TN + FP + FN
 

The objective is to understand the training process for the Mean Square Error Classification 

Model. 

MSE =
1

N
∑(Pi − Qi)

2

N

I=1

 

Where Pi indicates the value of the observed over a specific time, N is the number of samples 

per patient, and Qi denotes the target's value over the representative j. 

 

Figure 4. Scatter plot of Logistic Regression         Figure 5. Scatter plot of KNN 

 

Figure 6. Scatter plot of boosted tree 
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Figure 4, 5, and 6 dipicts the Scatter plot of the three classifiers Logistic Regression, K-Nearest 

Neighbor, and Boosted Tree and the below Figure 7, 8, and 9 shows the confusion matrix of 

the three classifiers. 

 

Figure 7. Confusion matrix of Logistic Regression      Figure 8. Confusion matrix of KNN 

 

Figure 9. Confusion matrix of Boosted tree 

 

 

Parameters (%) 

Classifiers 

Logistic  

Regression 
KNN 

Boosted  

Tree 

Sensitivity 98.97959 98.46939 79.59184 

Specificity 98.46939 92.34694 19.89796 

Accuracy 98.72449 95.40816 49.7449 
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Errorrate 1.27551 4.591837 50.2551 

Precision 98.47716 92.78846 49.84026 

F1 Score 98.72774 95.54455 61.29666 

Jacard Metric 97.48744 91.46919 44.19263 

Balanced Classifier Rate 98.72449 95.40816 49.7449 

MCC 0.974502 0.90987 -0.00636 

Table 3. Classifiers’ Performance 

VI.Conclusion 

The protracted procedure of processing medical images involves preprocessing, feature 

extraction, and classification. This paper offers a way for deciding on the best 

classification method for classifying medical images. Throughout the preprocessing phase, a 

fourth-order PDE filter was applied. From the filtered image, the features must be 

extracted,  GLSZM  is computed individually in the Feature Extraction stage. Logistic 

Regression, KNN, and Boosted Tree classifiers are used in the classification step to compare 

the effectiveness. The results of the classifier are compared based on accuracy. It has been 

demonstrated through testing the proposed methodology that Logistic Regression outperforms 

the other two classification methods when employed with GLSZM features on images from a 

Covid-19 chest X-ray with 98.42%.  
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