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Abstract 

As According to a report from the World Health Organization (WHO), the 

number of cases of cardiac arrest and heart attacks is increasing 

exponentially each year. The mortality rate due to heart attacks exceeds 18 

million people per year worldwide. The main goal of this work is to develop 

machine learning models that can predict heart disease with greater 

accuracy. In this work, there are total five different supervised machine 

learning algorithms implemented, namely Random Forest (RF), SVM, 

Logistic Regression, Decision Tree, and KNN, in order to achieve this 

objective. Among the algorithms we have implemented, Random Forest 

performed the best, achieving an accuracy of 90.16%, followed by Logistic 

Regression with an accuracy of 85.25%. The KNN algorithm yielded the 

lowest accuracy at 67.21%. In addition to accuracy, we also calculated two 

important parameters, precision and recall, from the confusion matrix. It is 

important to note that accuracy in machine learning models should not be 

too high, as this may indicate overfitting. Machine learning models with an 

accuracy of more than 90% are considered to be reliable. 

Keywords: Random Forest, Decision Tree, SVM, Machine Learning, Heart 

Disease, KNN, Logistic Regression 

 

1. Introduction 

Heart diseases have become a major concern in modern medical circumstances, with a 

significant number of people losing their lives each year due to heart attack or cardiac arrest. 

There are multiple reasons behind heart attacks, but the unhealthy diets and stress associated 

with today's lifestyle, such as work pressure and business losses, are the primary contributors. 

The late detection of heart attacks is a major cause of mortality. The mortality rate due to heart 

attacks is increasing exponentially every year [1-2]. Several classification techniques, 

including the utilization of Naive Bayes and Laplace smoothing techniques, are available for 

heart disease prediction. Real-time implementation results and observations can be obtained 

using various machine learning algorithms [3]. Medical practitioners use diagnostic tests to 

reduce uncertainty about the presence of heart disease, and these tests are usually expressed 

using various statistical measures. This organ is composed of soft tissue muscle and is divided 

into four compartments separated by blood vessels and grouped into pairs of divisions called 

atrium and ventricle. 
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Fig.1. Death due to heart attack in India [in 2022, 70 per cent of heart attack deaths occurred 

in the 30-60 age group] 

Atriums accumulate blood, and the ventricles play a crucial role in pumping the blood, which 

is then circulated throughout the body [5]. When the blood carries oxygen, it is known as 

oxygenated blood, which provides the body with the energy required for various functions. 

Figure 2 depicts the anatomic structure of the heart, which is clinically known as the cardiac 

organ, derived from the Latin word. 

 

Fig.2. Anatomic Structure of Heart 

The classification of heart diseases primarily focuses on different medical breakdowns of blood 

vessels, including pathologies such as white blood cell dysfunction, blood vessel platelet 

counts, and the presence of excessive fat substances in the blood vessels that disrupt the blood 

flow to the heart. These factors are prominent causes of heart disease [6]. 

2. Methodology 

This research utilizes a standard dataset that was obtained from the Kaggle website. The dataset 

contains various parameters related to humans, or alternatively, a dataset may be used if 

http://philstat.org.ph/


Vol. 72 No. 1 (2023) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

1257 

available. Prior to analysis, the dataset is pre-processed to resolve any ambiguities which may 

impact the accuracy of the algorithms. The pre-processed dataset is then divided into two parts: 

training (70%) and testing (30%). Machine learning models are then trained using the training 

dataset to predict the accuracy of heart disease. Subsequently, an optimal approach using 

supervised ML algorithms - Logistic Regression, KNN, SVM, Decision Tree, and Random 

Forest - is defined to predict heart diseases. 

Logistic Regression: Logistic regression is a statistical method of data analysis applied to 

binary dependent variables. The logistic model parameter is estimated using logistic regression 

techniques. In technical terms, the probability of an event in a logistic model is a linear 

combination of independent variables. Although it is not generally a classification model, it 

models the output probability based on the given inputs. It is often used as a classifier by setting 

cut-off values. Values below the cut-off values belong to one class, while variables above the 

cut-off values belong to the other class. The two major types of logistic regression are 

Multinomial logistic regression (MLR) and Ordinal logistic regression (OLR). Multinomial 

logistic regression deals with absolute values, and it groups the output values into more than 

two categories. The process of ordering the multiple outputs produced by the multinomial 

regression model is called ordinal logistic regression. The likelihood of an event in a logistic 

model (LM) is a linear combination of independent variables using logistic regression 

techniques. 

 

Fig.3. Linear Regression v/s Logistic Regression 

The sigmoid function is referred to as an activation function for logistic regression and is 

defined as: 

f(x) = 1/1+e-x …………………………………… (1) 

The following equation represents logistic regression: 

y =e (b0 
+ b

1
x) / 1+ e (b0

 + b
1
x) ………………… (2) 

x = input value 

y = predicted output 
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b0 = bias or intercept term 

b1 = coefficient for input (x) 

Decision Tree: The algorithm described here is typically implemented in the healthcare 

industry. The algorithm involves the use of keywords such as leaf node, root node, and branch. 

Each decision tree predicts a class, and different models are created by considering various 

parameters. In the end, a final model with optimal accuracy is designed using a voting classifier. 

The ensemble learning method is used for both regression and classification processes. During 

the training stage, multiple decision trees are constructed, and the outcomes of the individual 

trees are predicted using regression methods. This approach has the advantage of reduced 

variance and is capable of effectively correlating multiple features of the provided data for 

forecasting purposes. 

 

Fig.4. Decision Tree algorithm flowchart 

KNN: One of the most basic supervised machine learning algorithms is the K-Nearest 

Neighbor (K-NN) algorithm. This algorithm relies on the similarity between novel data and 

existing data and assigns new data to the appropriate group based on its closest resemblance to 

existing classes. The K-NN algorithm stores all existing data and classifies a new data point 

based on a similarity index. This algorithm can be implemented for both classification and 

regression tasks, but in practice, it is more commonly used for classification. One of the 

disadvantages of the KNN algorithm is that it is slow and unable to learn from the provided 

dataset. 

Distance Function: 

Euclidean = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑘
𝑖=1  ……………………………. (3) 
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Fig. 5. KNN Machine Learning Algorithm  

Random Forest: The random forest algorithm is composed of a large number of decision tree 

algorithms. Each decision tree predicts a class, and different models are created by considering 

various parameters. In the end, a final model with optimal accuracy is designed using a voting 

classifier. The ensemble learning method is used for both regression and classification 

processes. During the training stage, multiple decision trees are constructed, and the outcomes 

of the individual trees are predicted using regression methods. This approach has the advantage 

of reduced variance and is capable of effectively correlating multiple features of the data for 

forecasting purposes. However, one of the drawbacks of this algorithm is that it is often 

challenging to interpret the random forest classification algorithms. 

 

Fig. 6. Plot of Simplified Random Forest 

Entropy uses the probability of a certain outcome in order to make a decision on how the node 

should branch and entropy to determine how nodes branch in a decision tree. 

Entropy = ∑ −𝑝𝑖 ∗ 𝑙𝑜𝑔2 (𝑝𝑖)
𝑐

𝑖=1
………………………. (4) 
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Support Vector Machine: Non-linear SVM approaches are the maximum widely 

implemented algorithm to deal with unlabelled data and used across several industrial 

applications. For any given set of data with labelled training samples, it outputs an optimal 

hyperplane. Which, further classifies the new instances of the input data model. The hyperplane 

is a line that segregates the given hyperplane into two parts in a two-dimensional space. Each 

class resides at either side of the partitions [12]. Our examination work dependent on Support 

Vector Machines (SVMs). This calculation utilizes a SVM to perceive features. The calculation 

begins from an assortment of tests of features from data set.  

 

Fig.7. Support Vector Machine ML Algorithm   

The two-dimensional linearly separable data can be separated by a line. The function of the 

line is y =a x + b. Rename x with x1 and y with x2 and we get: 

ax1−x2+b=0………………………. (5) 

If we define x = (x1, x2) and w = (a, −1), we get: 

w. x + b=0………………………… (6) 

This equation is derived from two-dimensional vectors. But in fact, it also works for any 

number of dimensions. This is the equation of the hyperplane. 

3. Result and Discussion 

In this research work, standard dataset is used which is downloaded from Kaggle website 

having various parameters related to human. After that data is pre-processed so that if there is 

any ambiguity in data set can be resolved otherwise it will affect accuracy of algorithms. Data 

set is divided into training (70%) as well as testing (30%) data set. Data set can be divided in 

any ratio but in the end, goal is to achieve optimized model where it can give maximum 

accuracy. Thereafter, defined an optimal approach to predict heart diseases using supervised 

ML algorithms: Logistic Regression, KNN, SVM, Decision Tree and Random Forest. Research 
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work carried out using google colab using python language. In this section results of all 

implemented supervised machine algorithms are depicted: 

 

Fig. 8. Comparative analysis of accuracy among implemented algorithms  

Among these algorithms, Random Forest performed better with an accuracy of 90.16%, while 

KNN had the lowest accuracy of 67.21%. Decision Tree and SVM both achieved an accuracy 

of 81.97%. It is important to note that accuracy should not be too high as it could mean 

overfitting the model to a specific dataset. An accuracy of more than 80% is considered decent, 

and anything above 90% is admirable.  

 

Fig.9. Precision and Recall value for ML Algorithms 

Additionally, precision and recall were calculated and Random Forest had a precision value of 

91.67 and recall value of 92.5. 
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4. Conclusion 

Healthcare is a major concern in today's modern lifestyle and diagnosing diseases in their early 

stages can reduce fatality rates. Emerging fields like Soft Computing, Machine Learning (ML), 

and Deep Learning (DL) are playing a crucial role in healthcare by accurately predicting severe 

diseases. This research work used a standard dataset downloaded from Kaggle website 

containing various parameters related to humans. The data was pre-processed to resolve any 

ambiguities that could affect algorithm accuracy, and was divided into training (70%) and 

testing (30%) datasets. The study then implemented supervised ML algorithms, including 

Logistic Regression, KNN, SVM, Decision Tree, and Random Forest, to predict heart diseases. 

Among these algorithms, Random Forest performed better with an accuracy of 90.16%, while 

KNN had the lowest accuracy of 67.21%. Decision Tree and SVM both achieved an accuracy 

of 81.97%. It is important to note that accuracy should not be too high as it could mean 

overfitting the model to a specific dataset. An accuracy of more than 80% is considered decent, 

and anything above 90% is admirable. Additionally, precision and recall were calculated and 

Random Forest had a precision value of 91.67 and recall value of 92.5. 
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