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ABSTRACT 

Flight delay is a major problem in the aviation sector. During the last two 

decades, the growth of the aviation sector has caused air traffic congestion, 

which has caused flight delays. Flight delays result not only in the loss of 

fortune also negatively impact the environment. Flight delays also cause 

significant losses for airlines operating commercial flights. Therefore, they 

do everything possible in the prevention or avoidance of delays and 

cancellations of flights by taking some measures. In this paper, using 

machine learning models such as Logistic Regression, Decision Tree 

Regression, Bayesian Ridge, Random Forest Regression and Gradient 

Boosting Regression we predict whether the arrival of a particular flight will 

be delayed or not. 

INTRODUCTION 

Flight delay is studied vigorously in various research in recent years. The growing demand 

for air travel has led to an increase in flight delays. According to the Federal Aviation 

Administration (FAA), the aviation industry loses more than $3 billion in a year due to flight 

delays and, as per BTS, in 2016 there were 860,646 arrival delays [1][13]. 

The reasons for the delay of commercial scheduled flights are air traffic congestion, 

passengers increasing per year, maintenance and safety problems, adverse weather conditions, 

the late arrival of plane to be used for next fligh [2][14]. In the United States, the FAA believes 

that a flight is delayed when the scheduled and actual arrival times differs by more than 15 

minutes. Since it becomes a serious problem in the United States, analysis and prediction of 

flight delays are being studied to reduce large costs [3][15]. 

LITERATURE REVIEW 

Much research has been done on studying flight delays. The prediction, analysis and cause of 

flight delays have been a major problem for air traffic control, decision-making by airlines 

and ground delay response programs. Studies are conducted on the delay and departure delay 

with meteorological features is encouraged [4]. In the past, researchers have tried to predict 

flight delays with Machine Learning. Chakrabarty et al used supervised automatic learning 

algorithms (random forest, Gradient Boosting Classifier, Support Vector Machine and the k-

nearest neighbour algorithm) to predict delays in the arrival of operated flights including the 

five busiest US airports [5][16]. The maximum precision achieved was 79.7% with gradient 
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booster as a classifier with a limited data set. Choi et al. applied machine learning algorithms 

like decision tree, random forest, AdaBoost and kNearest Neighbours to predict delays on 

individual flights [6] .Flight schedule data and weather forecasts have been incorporated into 

the model. Sampling techniques were used to balance the data and it was observed that the 

accuracy of the classifier trained without sampling was more that of the trained classifier with 

sampling techniques[7]. 

Cao et al. used a Bayesian Network model to analyse the turnaround time of a flight and delay 

prediction. Juan José Rebollo and Hamsa Balakrishnan used a hundred pairs of origin and 

destination to summarise the result of various regression and classification models[8].  The 

find outs reveal that among all the methods used, random forest has the highest performance. 

However, predictability may additionally range because of factors such as the number of 

origin destination pairs and the forecast horizon [9]. Sruti Oza, Somya Sharma  used multiple 

linear regression to predict weather induced flight delays in flight-data, as well as climatic 

factors and probabilities due to weather delays. The forecasts were based on some key 

attributes, such as carrier, departure time, arrival time, origin and destination. Anish M. 

Kalliguddi and Aera K. Leboulluec predicted both departure and arrival delays using 

regression models such as Decision Tree Regressor, Multiple Linear Regression and Random 

Forest Regressor in flight-data. It has been observed that the longer forecast horizon is useful 

for increasing the accuracy with a minimum forecast error for random forests. Etani J Big 

Data[10][17].  

A supervised model of on-schedule arrival fight is used using weather data and flight data. 

The relationship between flight data and pressure patterns of Peach Aviation is found. On-

Schedule arrival flight is predicted with 77% accuracy using Random Forest as a Classifier 

[11][20]. 

This study analyzes high-dimensional data from Beijing International Airport and presents a 

practical flight delay prediction model. Following a multifactor approach, a novel deep belief 

network method is employed to mine the inner patterns of flight delays. Support vector 

regression is embedded in the developed model to perform a supervised fine-tuning within the 

presented predictive architecture. The proposed method has proven to be highly capable of 

handling the challenges of large datasets and capturing the key factors influencing delays. 

This ultimately enables connected airports to collectively alleviate delay propagation within 

their network through collaborative efforts (e.g., delay prediction synchronization)[12][18]. 

Flight delays hurt airlines, airports, and passengers. Their prediction is crucial during the 

decision-making process for all players of commercial aviation. Moreover, the development 

of accurate prediction models for flight delays became cumbersome due to the complexity of 

air transportation system, the number of methods for prediction, and the deluge of flight data. 

In this context, this paper presents a thorough literature review of approaches used to build 

flight delay prediction models from the Data Science perspective. We propose a taxonomy 

and summarize the initiatives used to address the flight delay prediction problem, according 

to scope, data, and computational methods, giving particular attention to an increased usage 

of machine learning methods. Besides, we also present a timeline of significant works that 

http://philstat.org.ph/


Vol. 72 No. 1 (2023) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 
  ISSN: 2094-0343 

2326-9865 

1430 

depicts relationships between flight delay prediction problems and research trend[12][19]. 

SYSTEM ARCHITECTURE 

Django is based on MVT (Model-View- Template) architecture. MVT is a software design 

pattern for developing a web application. 

MVT Structure has the following three parts: 

Model: Model is going to act as the interface of your data. It is responsible for maintaining 

data. It is the logical data structure behind the entire application and is represented by a 

database (generally relational databases such as MySql, Postgres). To check more, visit – 

Django Models. 

View: The View is the user interface — what you see in your browser when you render a 

website. It is represented by HTML/CSS/Javascript and Jinja files. To check more, visit – 

Django Views. 

Template: A template consists of static parts of         the desired HTML output as well as some 

special syntax describing how dynamic content will be inserted. To check more, visit – Django       

Templates. 

 

Fig 1. System Architecture 

PROPOSED ALGORITHM 

"Boosting" in machine learning is a way of combining multiple simple models into a single 

composite model. This is also why boosting is known as an additive model, since simple 

models (also known as weak learners) are added one at a time, while keeping existing trees in 

the model unchanged. As we combine more and more simple models, the complete final 

model becomes a stronger predictor. The term "gradient" in "gradient boosting" comes from 

the fact that the algorithm uses gradient descent to minimize the loss.  

When gradient boost is used to predict a continuous value – like age, weight, or cost – we're 

using gradient boost for regression. This is not the same as using linear regression. This is 

slightly different than the configuration used for classification, so we'll stick to regression in 

this article.  

Decision trees are used as the weak learners in gradient boosting. Decision Tree solves the 

problem of machine learning by transforming the data into tree representation. Each internal 

node of the tree representation denotes an attribute and each leaf node denotes a class label. 
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The loss function is generally the squared error (particularly for regression problems). The 

loss function needs to be differentiable. 

Also like linear regression we have concepts of residuals in Gradient Boosting Regression as 

well. Gradient boosting Regression calculates the difference between the current prediction 

and the known correct target value. 

This difference is called residual. After that Gradient boosting Regression trains a weak model 

that maps features to that residual. This residual predicted by a weak model is added to the 

existing model input and thus this process nudges the model towards the correct target. 

Repeating this step again and again improves the overall model prediction. 

Also it should be noted that Gradient boosting regression is used to predict continuous values 

like house price , while Gradient Boosting Classification is used for predicting classes like 

whether a patient has a particular disease or not. 

IMPLEMENTATION 

Machine Learning algorithms are trained with data to create a model. New input data is then 

used to make predictions. If the accuracy is acceptable, the algorithm is deployed; otherwise, 

it is retrained with augmented data. The goal is to build a predictive model to solve a given 

problem. 

In the Machine Learning process, the first step is to define the objective of the problem, such 

as predicting rain based on weather conditions. Understanding the required data and the 

approach to solve the problem is crucial. 

Next, in the data gathering stage, you determine the type of data needed and its availability. 

Data can be obtained through manual collection or web scraping. For beginners, ready-to-use 

datasets from online resources are convenient options. For weather forecasting, data like 

humidity level, temperature, pressure, locality, and other relevant measures must be collected 

and stored. 

After data collection, the data preparation stage addresses inconsistencies like missing values, 

redundant variables, and duplicates. These inconsistencies need to be resolved to ensure 

accurate computations and predictions. By scanning the dataset and rectifying issues, data is 

prepared for further analysis. 

SNAP SHOTS 
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Fig 2: Home Screen 

Fig 3: Input Screen 

 

 

Fig 4: Output Screen 

CONCLUSION AND FUTURE ENHANCEMENT 

Machine learning algorithms were applied progressively and successively to predict flight 

arrival & delay. We built five models out of this. We saw for each evaluation metric 

considered the values of the models and compared them. We found out that: - In Departure 

Delay, Random Forest Regressor was observed as the best model with Mean Squared Error 

2261.8 and Mean Absolute Error 24.1, which are the minimum value found in these respective 

metrics. In Arrival Delay, Random Forest Regressor was the best model observed with Mean 

Squared Error 3019.3 and Mean Absolute Error 30.8, which are the minimum value found in 

these respective metrics. In the rest of the metrics, the value of the error of Random Forest 

Regressor although is not minimum but still gives a low value comparatively. In maximum 

metrics, we found out that Random Forest Regressor gives us the best value and thus should 

be the model selected. 
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The future scope of this paper can include the application of more advanced, modern and 

innovative preprocessing techniques, automated hybrid learning and sampling algorithms, and 

deep learning models adjusted to achieve better performance. To evolve a predictive model, 

additional variables can be introduced. e.g., a model where meteorological statistics are 

utilized in developing error-free models for flight delays. In this paper we used data from the 

US only, therefore in future, the model can be trained with data from other countries as well. 

With the use of models that are complex and hybrid of many other models provided with 

appropriate processing power and with the use of larger detailed datasets, more accurate 

predictive models can be developed. Additionally, the model can be configured for other 

airports to predict their flight delays as well and for that data from these airports would be 

required to incorporate into this research. 
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