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ABSTRACT 

Software-Defined Networking is an innovative architecture approach in the 

networking field. This technology allows networks to be centrally and 

intelligently managed by unified applications such as traffic classification 

and security management. Traditional networks’ static nature has a minimal 

capacity to meet organizations’ business requirements. Software-Defined 

Networks (SDNs) are emerging architectures that address a range of 

networking challenges with new solutions. Nevertheless, these centralized 

and programmable techniques face various challenges and issues that 

require contemporary security solutions such as Intrusion Detection 

Systems. Recently, the majority of this type of security solution has been 

developed using Machine Learning techniques. Deep Learning algorithms 

have recently been used to provide more accuracy and efficiency. This 

paper presents a new detection approach based on Convolutional Neural 

Network (CNN). The experiments proved that the proposed model could be 

successfully implemented in a Software-Defined Network controller to 

detect various attacks with 100% accuracy, and achieved a low degradation 

rate of 2.3% throughput and 1.8% latency when executed in a large-scale 

network. 

1. INTRODUCTION 

With the progressive development and improvement of Internet technology, the Internet is 

providing various convenient services for people. However, we are also facing various security 

threats. Network viruses, eavesdropping, and malicious attacks are on the rise, causing network 

security to become the focus of attention of society and government departments. Fortunately, 

these problems can be well solved via intrusion detection. Intrusion detection plays an 

important part in ensuring network information security.  

However, with the explosive growth of Internet business, traffic types in the network are 

increasing day by day, and network behavior characteristics are becoming increasingly 

complex, which brings great challenges to intrusion detection [1], [2]. How to identify various 

malicious network traffics, especially unexpected malicious network traffics, is a key problem 

that cannot be avoided. In fact, network traffic can be divided into two categories (normal 

traffics and malicious traffics). Furthermore, network traffic can also be divided into five 

categories:  
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Normal, DoS (Denial of attacks), R2L (Root to Local attacks), U2R (User to Root attack), and 

Probe (Probing attacks). Hence, intrusion detection can be considered as a classification 

problem. By improving the performance of classifiers in effectively identifying malicious 

traffics, intrusion detection accuracy can be largely improved. Machine learning methods [3][8] 

have been widely used in intrusion detection to identify malicious traffic. However, these 

methods belong to shallow learning and often emphasize feature engineering and selection. 

They have difficulty in feature selection and cannot effectively solve the massive intrusion data 

classification problem, which leads to low recognition accuracy and a high false alarm rate. In 

recent years, intrusion detection methods based on deep learning have been proposed 

successively. In [9], the authors propose a malware traffic classification method based on 

convolution. 

1.1 Scope of the Project 

The scope of using machine learning techniques for detecting cyber-attacks in a network is 

quite extensive. Machine learning algorithms can be applied to various stages of the network 

security process, from preprocessing and feature selection to the actual detection and response. 

Here are some key aspects to consider within this scope Data Collection and Preprocessing: 

Gathering network traffic data, system logs, and other relevant data sources. 

2. LITERATURE REVIEW 

In the research of network intrusion detection based on machine learning, scholars mainly 

distinguish normal network traffic from abnormal network traffic by dimensionality reduction, 

clustering, and classification, to realize the identity fiction of malicious attacks [10], [11].  

Pervez proposed a new method for feature selection and classification merging of the multi-

class NSL-KDD Cup99 dataset using Support Vector Machine (SVM) and discussed the 

classification accuracy of classifiers under different dimension features [12]. Shiraz studied 

some new technologies to improve CANN intrusion detection methods’ classification 

performance and evaluated their performance on the NSL-KDD Cup99 dataset [13]. He used 

the K Farthest Neighbor (KFN) and the K Nearest Neighbor (KNN) to classify the data and 

used the Second Nearest Neighbor (SNN) of the data when the nearest and farthest neighbors 

have the same class label. The result shows the CANN detection rate and reduces the failure 

the alert rate is improved or provides the same performance. Bhattacharya proposed a machine 

learning model based on hybrid Principal Component Analysis (PCA)-Firefly [14].  

The dataset used was the open dataset collected from Kaggle. Firstly, the model performs one 

key coding for transforming the IDS dataset, then uses the hybrid PCA-Firefly algorithm to 

reduce the dimension, and the XGBoost algorithm classifies the reduced dataset. In recent 

years, with the powerful ability of automatic feature extraction, deep learning has made 

remarkable achievements in the fields of Computer Vision (CV), Autonomous driving(AD), 

and Natural Language Processing(NLP). Many scholars apply deep learning to intrusion 

detection for traffic classification, which has become a hot spot of current research. The method 

of deep learning is to mine the potential characteristics of high-dimensional data through a 

training model and transform network traffic anomaly detection into a classification problem 
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[15]. Through a large number of sample data training, adaptive learning between normal 

network traffic and abnormal network traffic effectively enhances real-time intrusion 

processing. Torres et al. [16] first converted network traffic characteristics into a series of 

characters and then used Recurrent Neural Network (RNN) to learn their temporal 

characteristics, which were further used to detect malicious network traffic. Wang et al. [17] 

proposed a malicious software traffic classification algorithm based on Convolutional Neural 

Network(CNN). By mapping the traffic characteristics to pixels, the network traffic image is 

generated, and the image is used as the input of the CNN to realize traffic  

3. PROPOSED SYSTEM 

The proposed system aims to provide a We use the classic NSL-KDD and the up-to-date 

benchmark datasets and conduct detailed analysis and data cleaning. (2) This work proposes a 

machine learning algorithm, reducing the majority samples and augmenting the minority 

samples in the difficult set, tackling the class imbalance problem in intrusion detection so that 

the classifier learns the differences better in training. (3) The classification model uses Random 

Forest (RF), Support Vector Machine (SVM), XGBoost, NLP with other methods, we divide 

the experiment into 30 methods. 

We propose an end-to-end deep learning model with ml models that is composed of logistic 

regression and attention mechanism. CNN can well solve the problem of Software Defined 

Networks and provide a new research method for Early Warning Proactive System. 

We compare the performance of ML Modes with traditional deep learning methods, the   model 

can extract information from each packet. By making full use of the structure information of 

network traffic, the logistic regression model can capture features more comprehensively. 4) 

We evaluate our proposed network with a real NSL-KDD dataset. The experimental results 

show that the performance of the algorithm is better than the traditional methods 

4. IMPLEMENTATION 

To conduct studies and analyses of an operational and technological nature, and To promote 

the exchange and development of methods and tools for operational analysis as applied to 

defense problems. The logical design of a system pertains to an abstract representation of the 

data flows, inputs and outputs of the system. This is often conducted via modeling, using an 

over-abstract (and sometimes graphical) model of the actual system. In the context of systems 

design are included.  

The logical design includes ER Diagrams i.e. Entity Relationship Diagrams. The physical 

design relates to the actual input and output processes of the system. This is laid down in terms 

of how data is input into a system, how it is verified/authenticated, how it is processed, and 

how it is displayed as output. In Physical design, the following requirements about the system 

are decided. 

Detecting cyber-attacks in a network using machine learning techniques involves training a 

model to recognize patterns and anomalies in the nearest traffic data. 
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Fig 1: Class Diagram 

 

Fig 2: Activity Diagram 

 

Fig 3: System Architecture 
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Fig 4: Pie Chart 

 

Fig 5: Analysis 

5. Conclusion and Future Enhancement 

As network intrusion continues to evolve, the pressure on network intrusion detection is also 

increasing. In particular, the problems caused by imbalanced network traffic make it difficult 

for intrusion detection systems to predict the distribution of malicious attacks, making 

cyberspace security face a considerable threat. This paper proposed a novel Difficult Set 

Sampling Technique, which enables the classification model to strengthen imbalanced network 

data learning. 

A targeted increase in the number of minority samples that need to be learned can reduce the 

imbalance of network traffic and strengthen the minority’s learning under challenging samples 

to improve classification accuracy. We used six classical classification methods in machine 

learning and deep learning and combined them with other sampling techniques. Experiments 

show that our method can accurately determine the samples that need to be expanded in the 

imbalanced network traffic and improve the attack recognition more effectively.  

In the experiment, we found that deep learning performance is better than machine learning 

after sampling the imbalanced training set samples through the MLP algorithm. Although the 

neural networks strengthen data expression, the current public datasets have already extracted 

the data features in advance, which is more limited for deep learning to learn the preprocessed 

features and cannot take advantage of its automatic feature extraction.                     
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Therefore, in the next step, we plan to directly use the deep learning model for feature 

extraction and model training on the original network traffic data, performance the advantages 

of deep learning in feature extraction, reduce the impact of imbalanced data and achieve more 
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