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Abstract 

Understanding crime patterns is crucial for being better equipped to respond to 

criminal behavior. We examine city-level crime statistics for our study. 

Understanding crime patterns is crucial for being better equipped to respond to 

criminal behavior. We examine city-level crime statistics for our study. 

Predicting which type of crime is most likely to occur given the time and 

location in a city is the initial job. It is now possible to utilize AI and machine 

learning to identify crime using sound or video, and this technology is effective. 

Although it is still mostly unknown, using AI/ML to predict crimes or a 

person's propensity to commit one offers potential. The largest difficulty will 

likely be "proving" it to lawmakers. A mechanism that is intended to prevent 

something from occurring It is challenging to demonstrate the opposite. 

Businesses who are actively involved in providing governments with AI 

technology to monitor regions or predict crime will definitely benefit from a 

positive feedback loop. As crime prevention technology develops, it is 

projected that the overall cost of this equipment would increase. We also make 

an effort to increase the significance of our categorization work by combining 

smaller groups into larger ones. Finally, we discuss potential directions for 

future research after reporting and reviewing our findings using several 

classifiers. 

Keywords: Crime Prediction, Random Forest, K-Nearest Neighbor (KNN) 

Algorithm, Decision Trees, Naïve Bayesian Model, K-means Clustering. 

 

 

1. INTRODUCTION 

1.1  Introduction 

 A deeper understanding of crime is helpful in several ways, including by enabling law enforcement to 

reduce crime through targeted and sensitive actions, as well as by encouraging greater cooperation 

between citizens and the state to foster safe neighborhoods. Understanding trends in crime from data 

is an active and expanding area of research because of the Big Data age and the accessibility of quick, 

effective algorithms for data analysis. Our algorithms' inputs include the location (latitude and 

longitude), kind of crime,  

and time (hour, day, month, and year): Act 279 - Accident; Act 323 - Violence; Act 302 - Murder; Act 

363 - Kidnapping; Act 379 - Robbery; Act 13 - Gambling; Act 279 - Accident; The class is the result. 

The type of crime that is most likely to have happened is the output. We test a variety of 

categorization techniques, including Decision Trees, Random Forests, and KNN (K-Nearest 
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Neighbors). Additionally, we carry out various categorization tasks. First, we attempt to determine 

which of the six categories of crimes are most likely to have occurred. Then, we attempt to distinguish 

between violent and non-violent crimes. 

 

1.2  Objective  
The goal of our effort is to: 

• Predict crime as it occurs; 

• Predict areas of greatest crime. 

• An understanding of criminal trends. 

• Arrange crime according to its location. 

• A citywide crime analysis. 

 

2. LITERATURE REVIEW  

The issues surrounding crime control have been addressed by several scholars, who have also 

suggested various murder-prediction systems. The attributes used and the data set used as a 

reference both affect how accurate a prediction is. In [1], crime hotspots in London, UK, were 

predicted using human behavior data collected from wireless network activity paired with 

demographic data taken from actual crime data. In [6], WEKA, an open-source data mining 

program, and 10-fold cross-validation were used to compare Decision Tree and Naive Bayesian, 

two classification techniques. The 1990 US Census, 1990 US LEMAS survey, and 1995 FBI UCR 

were used to create the socioeconomic status, security, and crime databases for this study, 

respectively.[8] investigated the patterns of traffic accidents in Ethiopia while taking into account a 

variety of circumstances, including the driver, the environment, the vehicle, and the road 

conditions. On a dataset of 18,288 accidents, three different classification algorithms—KNN, Naive 

Bayesian, and Decision Tree—were applied. All three systems' prediction accuracy ranged from 

79% to 81%. Accurate and effective analysis of huge crime datasets is a significant difficulty in 

crime prediction. Data mining is used to uncover hidden trends swiftly and effectively in huge 

crime datasets. The accuracy of crime prediction is raised by the improved efficiency and decreased 

mistakes in crime data-mining algorithms. Based on the Cop Link project's experience, carried out 

at the University of Arizona, a generic data-mining framework was created [7]. Most studies on 

crime forecasting are focused on locating crime hotspots, or places where crime rates are higher 

than the national norm. The authors' comparative examination of Kernel Density is presented in [9]. 

Modeling of the Risk Terrain and Estimation (KDE) employing limited data, techniques for 

developing hotspot maps, and proposed region-specific forecasting models. Using histogram-based 

statistical techniques and a spatial-temporal model, Linear KNN and discriminatory analysis (LDA) 

were used to forecast crime hotspots. To train an ANN (Artificial Neural Network ) augmented by 

the Gamma test to forecast the crime hotspots in Bangladesh that a crime incidence-scanning 

technique was used in [11],[8] employed a data-driven machine-learning system to examine 

Taiwanese drug-related crime statistics and forecast new hotspots based on broken-window theory, 

geographical analysis, and visualization approaches. Statistical analysis was conducted to evaluate 

violent and non-violent crimes by using arrest data for the social crime network. Kang et al. used 

environmental context information to improve the prediction of models by proposing a feature-level 

data fusion method on deep neural networks [11]. Stec and Klabjan utilized the neural network idea 
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by merging two techniques; convolutional neural network (CNN) and recurrent neural network 

(RNN), and achieved 75.6% accuracy [12].Catlett et al. proposed an approach that relies on Spatial-

temporal to discover the crime in high-risk areas that are mostly urban and dependable trends for 

crimes forecast in every region while using clustering technique [13]. There have been multiple 

studies that are performed by using geographical locations, meta-association rules and specific 

detection system introduced to examine the crime rate in Chicago [13]. Almanie et al. used the 

dataset for the year 2014 to predict the potential crime type and applied the Apriori algorithm, 

Naïve Bayesian and Decision Tree [14]. Significant research effort has been made in different 

aspects, yet literature is still 

pointing major concern towards better prediction accuracy, forecast and hotspot in large datasets 

 3. OVERVIEW OF THE SYSTEM 

3.1 Proposed System 

Here, we've implemented a variety of packages, including pandas, NumPy, sklearn, matplotlib, etc. 

Which supports the K-means clustering algorithm's elbow graph and data frame table plot? Datasets 

are imported into Spyder in CSV format as shown in Fig. 1 after being acquired from Kaggle datasets. 

Using the elbow approach, normalization is done to get the precise number of clusters (k). The elbow 

technique computes the SSE after performing k-means clustering on the acquired information for a 

range of values of k (2–15). For each value of k, the SSE is represented as a line chart. 

 In this study, machine learning methods are used to predict crime.  

A prediction of the kind of crime is made based on crime data collected from a certain place. Before 

visiting a given area, this application enables users to learn about local crime statistics. 

3.2  Methodology 
In this paper work, I used five modules and each module has its functions, such as: 

 Dataset collection 

  Preprocessing 

  Initialize algorithm 

 Save Model   

 Predict 

 

3.2.1 Dataset Collection 

The dataset is collected from the Kaggle website which has crime acts as features and location as 

labels. This dataset is used for the training model. 

3.2.2 Preprocessing 

In this step dataset features and labels are taken from a .csv file and divided into a testing set and a 

training set. 

3.2.3 Splitting Data 

In this step data sets are divided into 70 and 30 percent ( x test, y test, x train, and y train) x test has 

features and the y test has labels ( 70 percent ) whereas the x train has 30 percent features and labels 
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3.2.4 Model Training 

In this step train data features and labels are fed as input machine learning algorithm after 

initializing and using fit function model is trained and model is saved to the system. 

3.2.5 Prediction 

A web application is designed using the Flask framework which is used for giving input and 

predicting crime for a given input. 

4. ARCHITECTURE 

 

 

Fig 4.1: Framework of crime analysis 

The above architecture diagram shows three stages of data flow from one module to another 

module. Data collection, preprocessing, and algorithm training. 

 

 

5.  IMPLEMENTATION 

 

The Python programming language is used to carry out the project. To be more precise, Anaconda 

is being utilised for machine learning. One of several Python distributions is Anaconda. Python now 

has a new distribution called Anaconda. Prior to then, it was known as Continuum Analytics. There 

are more than 100 new packages in Anaconda. Scientific computing, data science, statistical 

analysis, and machine learning all make use of Anaconda. In terms of Python technology, 

Anaconda is simpler, as we discovered. because it helps in  following problems: 

 Installing Python on multiple platforms. 

 Separating out different environments. 

 Dealing with not having correct privileges. 

 Getting up and running with specific packages and libraries. 

This information was taken from publicly accessible data on the Indore police website, which was 

created by officers at several police stations. In order to reduce the complexity of the prediction and 

limit the area it could cover, the notion was first put into practise in the city of Indore. The 

information was organised and changed into the new timestamp, longitude, and latitude format that 

would be used as the input for the computer to estimate the crime rate in a certain area or city. 
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The entries were made solely for the purpose of teaching the computer what to do with the data and 

what the actual output requirements are. After the machine learned algorithms and process, the 

accuracy of several algorithms was assessed, and the method with the highest accuracy—Random 

forest—was utilised for the prediction kernel. 

Implementation Details 

 

For the purpose of proper implementation and functioning several Algorithms and techniques were 

used. Following are the algorithms used: 

5.1   KNN (K-Nearest neighbors) 

 

A powerful classification algorithm used in pattern recognition K nearest neighbors stores all 

available cases and classifies new cases based on a similarity measure (e.g. distance function).One 

of the top data mining algorithms used today. A non-parametric lazy learning algorithm (An 

Instance based Learning method). 

KNN: Classification Approach 

Fig: 5.1: Principle Diagram of KNN 

A new instance of an object is categorised by a majority vote for its neighbour classes. 

The item is allocated to the class with the highest frequency of occurrence among its K nearest 

neighbours.(as determined by the distance function) 
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SCREENSHOTS 

Prediction Result: 

 
Fig 4.2 : Prediction Result 

Analysis: 

 
Fig 4.3 : Analysis 

 

Feature analysis: 

 
Fig 4.4: Feature Analysis. 
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Decision Tree: 

 

Fig 4.5: Decision Tree 

  

5. CONCLUSION AND FUTURE ENHANCEMENT 

This paper's premise is that crimes are largely foreseeable; all that is needed is the ability to sift 

through a vast amount of data to identify trends that are helpful to law enforcement. A few decades 

ago, this type of data analysis was technologically impractical, but current advancements in 

machine learning should make it viable again. AI and machine learning may now be used to detect 

crime from voice or video, and the system is reliable. The possibility of employing AI/ML to 

anticipate crimes or a person's tendency to commit one exists despite the fact that it is still mostly 

unknown. The biggest challenge will probably be "proving" its efficacy to legislators. It might be 

difficult to prove that a mechanism that is supposed to stop something from happening doesn't 

exist.Time-series modeling of the data to comprehend temporal relationships in it, which may 

subsequently be used to forecast surges in various kinds of crime, is one way to further this study. 

Additionally, it would be intriguing to investigate connections between surges in various crime 

categories. For instance, two or more crime categories may rise and fall concurrently, which would 

be an intriguing connection to discover. Implementing a more precise multi-class classifier and 

looking at better ways to visualize our results are other areas that need improvement. 
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