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Abstract 

The usage of AI in the financial industry has increased the reliance on 

stochastic models for forecasting market behaviour. Quantitative analysts 

are constantly working to increase the precision with which machine 

learning models predict stock returns. Regression models using Support 

Vector Machine (SVM) and Random Forest are well renowned for their 

ability to predict closing prices with high accuracy. This study suggests a 

method for analysing and forecasting stock prices using an ensemble of 

these algorithms.Using basic market price data from India's National 

Stock Exchange (NSE), datasets are used that have been preprocessed to 

add common technical indicators as features. The size of the training 

dataset is decreased by using feature selection techniques to rank the 

features according to their impact on the final closing price. Sentiment 

analysis is also used in the study to examine the effect of investor 

sentiment on stock prices. Twitter postings with a specific corporate 

hashtag are rated as good or bad using a trained Word2Vec model. The 

ensemble model is then trained on a fresh dataset made up of counts of 

both positive and negative tweets across time as well as technical indicator 

data.This paper makes a contribution to the area by offering an ensemble 

model for stock price prediction that blends SVM and Random Forest 

regression models. The study illustrates the significance of feature 

selection in lowering dataset size as well as the limited influence of 

aggregated sentiment analysis from Twitter data on the performance of the 

model as a whole. For researchers and quantitative analysts looking to 

improve the precision of stock price prediction models in the financial 

industry, these findings offer invaluable insights. 

 

Index Terms—Machine Learning (ML), Predication, Classification, 

Ensemble Regression, Sentiment Analysis  

 

I. Introduction 

Quantitative analysts have struggled to forecast stock market movements, but thanks to the success 

of machine learning algorithms, the financial technology sector has embraced AI-driven models in 

order to increase earnings. Despite the fact that the Efficient Market Hypothesis makes it difficult to 

predict the market with absolute certainty, traders continue to make an effort to maximise their 

investment returns. 

According to EMH, there are more variables that affect market behaviour than just basic price data. 

Social media user feedback regarding a particular company has been shown to affect the stock's 

closing price the day after. These societal elements should be taken into consideration while 
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developing a model that can anticipate stock trends effectively. Sentiment analysis is a method for 

determining the degree of a sentence's positive or negative connotation. With the help of this 

technique, tens of thousands of messages relevant to a particular company's stock can be analysed 

via microblogging sites (like Twitter [5]), and the insights gained can be utilised to train the model, 

which should then function more effectively. 

The major goal of this research is to determine experimentally whether two models that are each 

proficient in forecasting stock prices may function more effectively together. We take into account 

Support Vector and Extremely Randomised (ExtRa) tree-based regressors trained on datasets of 

technical indicator obtained from companies listed on the Indian National Stock Exchange. 

This study goes beyond training on technical indicator data and explores the impact of  ncorporating 

public opinion from Twitter on stock price prediction. By utilizing sentiment analysis, we 

investigate how the sentiment expressed in tweets can affect the performance of the prediction 

model. Our contributions can be summarized as follows: 

• Feature Extractiuon: Extra trees are used to accomplish feature selection on a dataset based 

on technical indicators. This method aids in decreasing the quantity of the dataset, increasing 

computational effectiveness, and concentrating on the most crucial features for stock price 

prediction. 

• Stacked Regressor: Using a Stacked Regressor, which we train, we may combine the 

knowledge gained through Support Vector and ExtRa tree regressors. By utilising the advantages of 

these models, we hope to improve the precision and stability of our price prediction. 

• Using Twitter sentiment analysis: Using sentiment analysis of Twitter data, we examine 

how public opinion affects stock prices. We attempt to quantify the impact of public sentiment on 

changes in stock prices by averaging positive and negative tweet counts over time. 

 

II. Related work 

A. Predictive Machine Learning for Stocks 

Technical indicators are computations based on a security or contract's price, volume, or open 

interest. Technical analysts frequently use these indicators to examine previous data and forecast 

future market changes. As features for our suggested work, we will use a variety of well-known 

indicators in this research. Although there are many different sorts of indicators, some have a 

stronger impact on stock price than others. These indicators' precise formulas, which will be used as 

features in our analysis, are provided in the study's appendix. 

Kumaretal.[1]To predict stock values, a thorough investigation was done on a number of classifiers, 

including SVM, Random Forest, KNN, Naive Bayes, and Softmax. SVM and Random Forest 

classifiers demonstrated superior f-measures, which are regarded as better performance metrics, but 

Naive Bayes classifiers displayed higher accuracy. To prevent potentially harmful trade 

recommendations for inexperienced traders, the Volatility Index was not taken into consideration as 

a feature. Additionally, because the Stochastic oscillator and Williams%R indicator offer identical 

interpretations, they were both left off of the feature list to prevent duplication and shorten 

computation time. Additionally, support for the features of Moving Average Convergence 
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Divergence (MACD) and Exponential Moving Averages (EMA) was introduced to take advantage 

of their importance as leading indicators. 

Li and Liao [3] The study contrasted shallow machine learning methods (Naive Bayes, Support 

Vector Machine, Decision Tree) with deep learning methods (Multi-Layer Perceptron, Recurrent 

Neural Network, Long-Short Term Memory Network). Decision tree was a viable candidate for the 

suggested ensemble technique because it had the highest f-measure but the lowest accuracy. Deep 

learning models were computationally expensive and did not significantly outperform faster 

shallow models in terms of insights. Furthermore, it was discovered that basic technical indicators 

like Moving Average and trailing indicators were less effective at forecasting future stock 

performance. 

 

Wendong et al. [4The study suggested a support vector machine prediction method and feature 

weighting method using genetic algorithms. The characteristics were determined from the valuation 

index's components, which also included General Capital, Total Market Value, Price Earnings, 

Price to Book, Price to Sales, and Price Cash Flow. Important technical indicators were found via 

feature selection utilising a genetic algorithm based on closing prices over numerous trading 

periods. As a result, the dataset's dimensionality was decreased, making it possible for a machine 

learning classifier to forecast stock movement more accurately and for less money. However, when 

utilised separately, the genetic algorithm model for feature selection proved computationally 

sluggish. 

 

Yujun et al. [6] The study's finding that SVMs perform better in developed markets than in 

developing markets suggests that they are useful for price prediction in the established Indian stock 

market. However, the research's broad conclusion is constrained because it only takes into account 

two indexes (the S&P 500 USA and the HSI China) as indicators of market success. For traders 

utilising different technical indicators, more information on SVMs' accuracy in predicting the prices 

of stocks outside the index would be beneficial. As opposed to just depending on the NIFTY50 

index, the suggested approach emphasises training with datasets from specific Indian companies. 

Additionally, nothing is known about the effects of hyper-parameter adjustment, which is important 

in SVM models. 

Jaiwang and Jeatrakul [2] In order to choose the most crucial technical and fundamental indicators 

for each stock, the researchers used a large voting system. They used SVM to forecast stock prices 

and assessed several kernel operations inside the SVM framework. The dot function outperformed 

other kernel functions including rbf, sigmoid, and polynomial, according to experimental findings. 

They also emphasised the difficulty of managing a large number of features, which can take up a lot 

of storage space and computing resources, thereby lessening the influence of key technical 

indications on the estimated price in the end. 

ManojlovicandStajduhar[7]The study concentrated solely on utilising an ensemble model called 

Random Forest to forecast stock prices. They produced promising accuracies and utilised a wide 

variety of technical indicators. The effect of hyper-parameter adjustment on the model's accuracy 

and speed, specifically changing the size of the forest's trees, has not yet been fully investigated. 

B. Sentiment Evaluation 

Sentiment analysis was used by Bhardwaj et al. [12] to analyse news articles from online newspaper 
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websites in order to anticipate stock prices and understand how the SENSEX and NIFTY50 indexes 

behave. The accuracy of stock trend forecasting using SVM was enhanced by Lima et al.'s work 

[13] by factoring in a general public mood variable. Positive public sentiment towards the stock is 

indicated by a day where the number of positive tweets outweighed the number of negative tweet 

 

Mittal and Goel [14] The researchers developed a custom sentiment analysis framework based on 

the Profile of Mood States (POMS) questionnaire to capture public mood. They combined the 

sentiment analysis results with the previous day's Dow Jones Industrial Average (DJIA) Index 

values to train a Self Organizing Fuzzy Neural Network (SOFNN) for market movement 

prediction.Pagoluetal.[15]The researchers found a substantial association between public opinion 

and the swings in DJIA prices through their use of N-gram and Word2Vec representations of 

tweets. 

 

III. Proposed   Methodology 

The proposed research intends to analyse the Indian National Stock Exchange using a combination 

of sentiment analysis and machine learning methods. 

MachineLearning 

1) Data Acquisition and Preprocessing:  

In the proposed work, price information of individual stocks listed in the NSE was obtained using 

Quandl's API. The data was then processed using Pandas to create a new dataset, which included 

additional features based on selected technical indicators (excluding Simple Moving Average and 

Exponential Moving Average). These indicators were chosen for their effectiveness as leading 

indicators in predicting future trends, while lagging indicators were deemed less useful for machine 

learning techniques. The leading indicators were derived for each trading period through simple 

calculations involving parameters such as opening/closing/highest/lowest price, traded volume, and 

turnover, readily available from Quandl.  

 

Table I: Feature for QUANDL 

 

FeatureIndex Details 

0 open 

1 high 

2 low 

3 close 

4 totaltradequantity 

5 turnover(lacs) 

 

2) Feature Selection:After preprocessing the dataset, Ex- tRA trees feature selection will be 

used to narrow down the training dataset size by identifying the features that have the greatest 

impact on the stock's closing price. ExtRa tree, a Random Forest variant, takes the whole data 

sample at each split and chooses decision boundaries at random, producing a less compact but 

computationally less expensive model. Extra trees may perform less accurately on high-dimensional 
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datasets with noisy features, but in practical applications, they are comparable to a conventional 

random forest. A predictor offered by Scikit-Learn makes use of many randomised decision trees, 

increasing predicting accuracy by averaging and reducing overfitting. The number of estimators 

affects the algorithm's runtime more than any other factor and does not produce noticeable or 

substantial changes in the selected features. 

3) Stacked Regressor:Stacking regression is an ensemble learning technique that combines 

multiple regression models using a meta-regressor. The individual regression models are trained on 

the full training set, and the meta-regressor is then fitted using the outputs (meta-features) from the 

individual models in the ensemble [21]. 

 

Figure1.Architecture of Regressor as Stacked 

 

IV. Experimental Setup 

a. Technical Indicator Data Training: 

The proposed model prioritizes making predictions while learning from multiple datasets of varying 

nature, leading to the exclusion of hyper-parameter tuning. For SVM, a low gamma value is chosen 

to avoid repetitive price predictions, while a linear kernel is selected due to better performance 

compared to other kernels. For the Extra tree regressor, randomness in decision tree construction 

can yield different results, but fixing the random state attribute ensures consistency in retrieving 

previous results. To evaluate the superiority of the stacked regressor model, 10 independent train-

test executions are performed with different random states. However, during feature selection, a 

constant random state is set to maintain consistent feature selection across executions. 

 

b. Training on Technical indicator data with positive/negative tweet counts: 

The separate twitter sentiment dataset for Infosys includes the total number of favourable and 

negative tweets as of February 2017. Based on the technical indicator dataset size (3-6 months) 

going backwards from January 31st 2019, the dataset is appropriately split. The generated tuples are 

then added to the collection of technical indicators, and model training is then performed. 
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Figure2.Time Series Visualization validation =5 

 

c. Data Validation 

Traditional validation techniques like K-folds cannot be employed since the time-series data used in 

the proposed model are sequential. The model's knowledge of the sequential dependencies between 

data points is disrupted by randomly dividing the data. Instead, a time-series split is carried out, 

where the model is tested on the following sequential segment after it has been trained on a portion 

of the data. The amount of the test data is then decreased by gradually adding a new chunk of the 

testing data to the training set. Ten time-series splits are used in this study. The fully trained model's 

performance when put to the test on the entire dataset is represented by the reported R2 and RMSE 

values. 

 

V. Results & Analysis 

Overall, compared to the SVM regression model, the ensemble model outperformed it significantly, 

but only slightly better than the ExtRa tree-based regressor. The percentage difference between the 

ensemble model's R2 similarity and RMSE and the SVM regressor is shown in the following 

graphs. 

 

A. Feature Selection Method 

 

Table II presents the features chosen by the ExtRa tree feature selection algorithm. Among the nine 

technical indicators, the Stochastic Oscillator (% D), Price Volume Trend, and Typical Price exhibit 

the strongest influence on the closing price across different dataset sizes. Specifically, in the case of 

a three-month dataset, which is relatively small in terms of the number of data points, the ExtRa 

tree algorithm identifies a greater number of features that impact the closing price. 
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Table II: Selected   Features   By   Time-Series Duration 

 

No.ofMonths SelectedIndices Indicatorname 

3 Months 1,2,3,6, 7 CCISOKIndicatorSODPVTTurno

ver 

4Months 3,6,7, 8 SODIndicatorPVTTurnoverTypic

al 

5Months 3,6,8, SODIndicatorPVTTypical 

6Months 3,6,8, SODIndicatorPVTTypical 

 

 

Figure.3.Percentageof SVMmeta-regressor 

 

Figure 4.Ensemble model Percentage Improvement 

 

B. Information on technical indicator counts for both positive and negative tweets 

When trained using both the technical indicator dataset and the positive/negative tweet counts for 

each date, the performance of the ensemble model is compared to independent SVM and ExtRa tree 

models. It's interesting to note that using SVM or ExtRa trees as the ensemble's meta-regressor 
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improves performance, particularly on the 5-month sample. Figures 3 and 4 show that while the 

RMSE difference is less favourable for the 6-month dataset, the R2 difference is noticeably 

improved for both the 5-month and 6-month datasets. 

 

VI. Conclusion 

Inthiswork, the application of Robotic Process Automation (RPA) in the stock selection process and 

the utilization of machine learning techniques for price prediction have shown promising results. By 

automating repetitive tasks and data retrieval using RPA, the stock selection process becomes more 

efficient and less prone to human error. Incorporating machine learning algorithms, such as SVM, 

ExtRa trees, and ensemble models, has improved the accuracy of price prediction models. The 

inclusion of sentiment analysis from social media data has also provided valuable insights into the 

relationship between public opinion and stock price movements. However, further research is 

needed to explore the impact of hyper-parameter tuning and to evaluate the models on a wider 

range of datasets and markets. Overall, this approach offers potential benefits for investors and 

traders in making informed decisions and maximizing their returns in the stock market. 
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