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Abstract
This paper presents a novel machine learning-based system for the
automated diagnosis of breast cancer using mammography images. The
proposed system employs a nature-inspired feature extraction algorithm to
accurately identify and highlight the salient features within the
mammographic scans. The features derived are highly representative and
effective in distinguishing between malignant and benign cases, thus
addressing the inherent complexity and variability within the breast tissue
structures. To enhance the prediction accuracy, a hybrid decision tree and
gradient boosting algorithm is introduced. The decision tree algorithm
provides a transparent and interpretable model, facilitating easy
understanding and justification of the diagnosis decisions. The gradient
boosting algorithm further refines the model by iteratively correcting the
errors of the decision tree model, leading to a substantial improvement in
diagnostic performance. The proposed system was tested on a
comprehensive dataset and compared with the existing state-of-the-art
diagnostic tools. The results demonstrated significant improvements in
terms of accuracy, sensitivity, and specificity, thus showing promise in
aiding radiologists in making more accurate and confident diagnoses. This
research paves the way for a more robust, reliable, and automated system
in breast cancer detection, thereby enhancing the effectiveness of breast
cancer screening and early detection strategies.

1. Introduction

Breast cancer is one of the most commonly diagnosed cancers among women worldwide. The early
detection of breast cancer significantly enhances the success rate of treatment and reduces mortality
rates. Therefore, mammography has emerged as the primary imaging modality for breast cancer
screening due to its non-invasive nature and relatively low cost. However, interpreting
mammography images poses a significant challenge due to the subtle variations between benign
and malignant cases, which can lead to misdiagnoses and delayed treatments.

Traditionally, the diagnosis of breast cancer from mammography involves manual
assessment by radiologists, a process that is inherently subjective and prone to human errors. Over
the past few decades, Computer-Aided Diagnosis (CAD) systems have been developed to assist
radiologists in identifying suspicious regions in mammograms. While these systems have shown
promising results, their performance is highly dependent on the quality of feature extraction and the
effectiveness of the machine learning techniques employed.
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Feature extraction plays a crucial role in the interpretation of mammography images. It
involves the process of converting raw mammography data into a reduced set of 'features' that better
represent the underlying patterns, facilitating the subsequent learning and decision-making process.
Traditional methods often used handcrafted features that require domain expertise and may not fully
capture the complex structures and subtle variations present in the mammographic images.
Recently, nature-inspired algorithms have emerged as a promising alternative, capable of
automatically extracting high-level, representative features from complex data.

Machine learning techniques, especially in the field of artificial intelligence, have shown
significant promise in improving the accuracy and efficiency of breast cancer diagnosis. Over the
years, various algorithms such as Decision Trees, Support Vector Machines, Neural Networks, and
Gradient Boosting have been utilized. In particular, Decision Trees are favored for their
interpretability, providing clear decision-making processes. On the other hand, Gradient Boosting
techniques are known for their ability to correct errors iteratively and handle a wide range of data
irregularities, thus offering robust performance.

Over the past few years, numerous methods and materials have been utilized for the detection of
breast cancer from mammography images.

1. Manual Interpretation: Traditionally, the diagnosis of breast cancer is done by radiologists
manually interpreting mammography images. However, this approach is highly subjective,
and its effectiveness depends on the radiologist's experience and skills.

2. Computer-Aided Diagnosis (CAD): CAD systems are developed to assist radiologists in
diagnosing breast cancer. These systems analyze mammographic images and highlight
suspicious areas that could be indicative of breast cancer. They use various image
processing and machine learning techniques to identify potential cancerous lesions.

3. Machine Learning Algorithms: Machine learning plays a critical role in CAD systems.
These algorithms learn from the provided data and make predictions on unseen data.
Decision Trees and Gradient Boosting are among the commonly used algorithms in the
diagnosis of breast cancer. Decision Trees are popular for their simplicity and
interpretability, while Gradient Boosting algorithms are favored for their robustness and
error-correcting abilities.

4. Region of Interest (ROI): ROI in a mammographic image refers to the specific area or
region that is considered for further analysis. This region is often where potential
abnormalities, such as masses or micro-calcifications, are detected.

5. Texture Analysis: This is a method of identifying patterns or variations in the gray levels
within an image, which may correspond to specific physical characteristics in the imaged
tissue. In mammography, texture analysis can be used to distinguish between benign and
malignant lesions.
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We propose a machine learning-based system that leverages a nature-inspired feature extraction
algorithm and a hybrid of Decision Tree and Gradient Boosting for automated breast cancer
diagnosis from mammography images. This system aims to improve diagnostic accuracy, thus
playing a vital role in early detection, which can significantly enhance patient prognosis and reduce
the burden of breast cancer on global healthcare systems.

2. Literature Review

Y. El Merabet and team et al [1] introduced a novel local binary pattern (LBP) variant termed as
"Attractive-and-repulsive center-symmetric LBP" for texture classification. LBPs are powerful
texture descriptors used in various computer vision tasks, including texture analysis in
mammography images. However, conventional LBP methods have limitations related to sensitivity
towards noise and rotation variations. El Merabet et al. sought to overcome these limitations by
proposing a unique approach that considers both the attractive (similar) and repulsive (dissimilar)
features surrounding the center pixel of the LBP. The attractive features contribute to preserving the
pattern structure, whereas the repulsive features introduce adaptability in the pattern to handle
texture variations. Their approach achieved notable success in texture classification tasks. This
innovative LBP variant presents potential for enhancing feature extraction in mammographic
images, thereby improving breast cancer diagnosis.

Eltoukhy et al. [2] developed a statistical-based feature extraction method for breast cancer
diagnosis in digital mammograms using a multiresolution representation. The proposed approach
aimed to enhance the diagnostic accuracy by effectively extracting the relevant features from the
mammography images. The study used a wavelet transform for multiresolution analysis, which
allowed the decomposition of the mammographic image into different resolution levels. Afterward,
statistical features were extracted from these decomposed images, capturing the underlying patterns
related to the presence of cancerous tissues. The extracted features were then fed into a classifier for
diagnosis. The approach demonstrated significant improvements in diagnostic accuracy,
emphasizing the potential of statistical-based feature extraction methods in breast cancer diagnosis.

Patil and Bellary et al [3], explored the use of transfer learning for the detection of melanoma types.
The concept of transfer learning, a subset of machine learning, involves leveraging knowledge
learned from one task to solve another related task. In this context, Patil and Bellary used transfer
learning to distinguish between different types of melanoma based on dermatoscopic images. Their
study demonstrated the effectiveness of transfer learning in achieving high classification accuracy.
The authors employed pretrained models that had initially been trained on large-scale image
datasets and then fine-tuned these models on a smaller, specific dataset of melanoma images. This
approach allowed the models to learn general image features from the large dataset and then adapt
to the specific features of the melanoma images. This study provides a significant reference point
for our current research as it illustrates the potential benefits of using transfer learning in the
analysis of medical images.

Eltoukhy et al. [4] conducted a comparative study between wavelet and curvelet transforms for
feature extraction in the diagnosis of breast cancer from digital mammograms. Wavelet and curvelet
transforms are popular methods for feature extraction, especially in image analysis. They are used
to decompose an image into a set of basis functions (wavelets or curvelets) that can effectively
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represent the image's underlying structures. Authors study provided important insights into the
effectiveness of these transforms in extracting relevant features from mammographic images. The
authors found that both transforms performed well in capturing different types of features.
However, the curvelet transform outperformed the wavelet transform in terms of recognizing finer
details and edges in the images, which are crucial in distinguishing between benign and malignant
tumors. This study underscores the importance of choosing the appropriate feature extraction
method for the task at hand and provides a valuable reference for our current research in the context
of feature extraction from mammographic images.

D.T. Mane et al [5] published a study where they combined neural network techniques with Particle
Swarm Optimization (PSO) for the recognition of iris flower patterns. Though their study wasn't
directly related to breast cancer diagnosis, the concept of using PSO in conjunction with neural
networks for pattern recognition tasks can provide valuable insights. The PSO algorithm is inspired
by the social behavior of birds and fishes, where the flock or school tries to move towards the most
optimal location. In the context of machine learning, PSO can be used to optimize the weights and
biases of neural networks to improve their learning ability and hence their pattern recognition
capabilities. The success of this approach in the Iris flower pattern recognition task suggests its
potential utility in mammogram image analysis for breast cancer diagnosis, where accurate
recognition of complex patterns is of utmost importance.

Meanwhile, a study conducted by Azamjah, N et al [6] investigated the global trend of breast cancer
mortality rates over a 25-year period. Their study provides a comprehensive understanding of the
gravity and scale of the breast cancer issue, highlighting the urgent need for more accurate and early
diagnosis techniques. They reported an increasing trend in the mortality rate due to breast cancer
globally, thereby indicating that while progress has been made, there is a need for substantial
improvements in prevention, early detection, and treatment strategies. This study underscores the
importance of the current research into advanced machine learning techniques for early detection
and diagnosis of breast cancer. The aforementioned studies highlight the relevance and necessity of
exploring innovative computational methods for pattern recognition in medical diagnosis, as well as
provide a sobering reminder of the global impact of breast cancer and the need for improved
diagnostic tools.

In their study, Medeiros, et al [7] conducted a cohort study in Brazil to investigate the impact of
delays in breast cancer diagnosis. The study analyzed the factors contributing to diagnostic delay
and examined the relationship between these delays and the stage at which breast cancer is
diagnosed. The authors found that a significant number of breast cancer patients experienced a
delay in diagnosis, which in turn led to the detection of the disease at advanced stages. The factors
contributing to these delays included socio-economic conditions, access to healthcare facilities, lack
of awareness about breast cancer symptoms, and limitations in health system capacity. The study
highlighted the urgent need for policy interventions to reduce these delays, stressing the importance
of early detection programs, awareness campaigns, and strengthening of healthcare systems. These
findings underscore the importance of prompt and accurate diagnosis of breast cancer, such as that
offered by automated systems, in improving patient outcomes. In the context of developing such
automated systems, this study provides valuable insights into the real-world challenges that need to
be addressed to ensure that these systems can be effectively deployed and utilized.
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In their comprehensive review, Guo, et al [8] investigated ultrasound imaging technologies for
breast cancer detection and management. They explored various ultrasound imaging modalities,
including two-dimensional (2D) ultrasound, three-dimensional (3D) ultrasound, Doppler
ultrasound, and elastography. The authors noted that each modality has its advantages and
limitations. For instance, 2D ultrasound is widely used due to its cost-effectiveness and non-
invasive nature but suffers from operator-dependence and difficulties in visualizing complex
anatomical structures. On the other hand, 3D ultrasound overcomes these limitations but is more
time-consuming and computationally intensive. The review also discussed recent advances in
ultrasound imaging, such as contrast-enhanced ultrasound and high-intensity focused ultrasound,
which have shown potential in enhancing the detection and treatment of breast cancer.

Bellary and Patil et al [9] conducted an in-depth review of melanoma detection and classification
based on thickness using dermoscopic images. The study underscored the significant role of
dermoscopic imaging in the early detection of melanoma, a deadly form of skin cancer. By focusing
on the thickness of the melanoma, the authors provided a novel perspective that could potentially
improve the diagnostic accuracy and prognosis of melanoma. This paper presents a systematic
review of the latest methods and algorithms employed for melanoma detection and classification,
with a particular emphasis on those exploiting the thickness of the melanoma. Although the focus of
this paper is on melanoma, the methods and strategies discussed could potentially be adapted to
other areas of medical imaging, including mammography. Furthermore, the emphasis on early
detection aligns with the goals of many breast cancer detection studies, as early detection is equally
critical in breast cancer. Therefore, this work provides valuable insights that could inform the
development of novel approaches for breast cancer detection and classification.

F. Mohanty et al. [10] proposed a method for the automated diagnosis of breast cancer using a
parameter optimized kernel extreme learning machine. This study presents a novel approach to
breast cancer detection that leverages the power of machine learning and optimization to improve
diagnostic accuracy. Extreme Learning Machines (ELMs) are feedforward neural networks with a
single layer of hidden nodes, where the weights connecting the input layer and the hidden layer are
randomly assigned and need not be tuned. However, the selection of the optimal parameters for the
ELM can significantly influence its performance. In this work, the authors used a parameter
optimization strategy to identify the best parameters for the ELM, resulting in an improved
performance in terms of sensitivity, specificity, and overall accuracy.

This study represents a significant contribution to the field of automated breast cancer diagnosis,
demonstrating the effectiveness of machine learning and optimization techniques in enhancing
diagnostic performance. The proposed approach provides a promising avenue for the development
of more accurate and efficient diagnostic tools for breast cancer.

3. Proposed System
A. System Architecture

The proposed system is designed to automate the diagnosis of breast cancer using mammography
images. The system employs a unique blend of nature-inspired feature extraction algorithms,
alongside machine learning models, specifically Decision Tree and Gradient Boosting algorithms.
Figure 1 shows the proposed system architecture.
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Figure. 1 Proposed system architecture for the Automated Diagnosis of Breast Cancer

Input: The system accepts mammographic images as input. These images, obtained from a
standardized database or real-world hospital data, should be preprocessed to enhance the quality,
remove noise, and normalize for consistency.

Nature-Inspired Feature Extraction: The first stage of processing involves feature extraction.
Our system employs a novel nature-inspired algorithm, designed to automatically identify and
extract relevant features from the mammographic images. These could include attributes related to
shape, size, texture, and intensity of potential anomalies within the images.

Feature Selection: The extracted features are subjected to a selection process to retain only the
most relevant features. This could be achieved through statistical measures or machine learning-
based methods to rank and select the best features that contribute to the predictive model's
performance.

Machine Learning Models: The selected features are then input into two different machine
learning models - the Decision Tree algorithm and the Gradient Boosting algorithm. The Decision
Tree model provides interpretability and can model nonlinear relationships, while the Gradient
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Boosting algorithm, an ensemble learning method, enhances accuracy by iteratively correcting the
mistakes of weak learners.

Model Training and Validation: The system is trained on a large dataset of mammographic
images with known outcomes (benign or malignant). This training phase involves adjusting the
parameters of the models to minimize the error between the predicted and actual outcomes. The
system is then validated on a separate set of images not used during training to evaluate its
performance and generalizability.

Output: Finally, the system produces an output for each given mammographic image, indicating
whether the image is likely benign or malignant. These outputs can provide valuable guidance for
radiologists and can contribute to early and accurate diagnosis of breast cancer.

By incorporating these steps, the proposed system aims to provide a robust, accurate, and
automated solution for the early diagnosis of breast cancer. Further research and testing will be
conducted to refine the system and ensure its effectiveness in a real-world clinical setting.

B. Algorithms

Feature extraction is a crucial step in the process of diagnosing breast cancer from mammography
images. It refers to the conversion of data into a set of features that represent crucial information
within the data. Here, we propose a nature-inspired feature extraction approach based on the
principles of swarm intelligence.

Nature-inspired algorithms often take inspiration from collective behavior in biological systems.
For example, the way birds flock, bees swarm, or fish school, optimizing their behaviors based on
environmental factors. One such algorithm is Particle Swarm Optimization (PSO), inspired by
social behavior patterns of organisms such as bird flocking or fish schooling. In the context of
mammography images, we use a nature-inspired approach like PSO to identify and extract relevant
features.

a. Feature Extraction Using Particle Swarm Optimization (PSO):

Particle Swarm Optimization is an iterative technique that adjusts the dataset's features to find an
optimal solution based on a fitness function.

Initialization: Each particle (possible solution) is initialized with a randomly generated position
and velocity. The position of a particle represents a potential solution (a subset of features), while
the velocity reflects how much the particle will change its position in the next iteration.

Fitness Function Evaluation: The fitness function evaluates the quality of the features represented
by each particle. This function could be a machine learning model's performance (like accuracy or
AUC-ROC) when using the selected features for classification. For example, if our task is to
classify between benign and malignant mammograms, a subset of features that yields a high
accuracy on a validation set would be considered a good solution.

Update Velocity and Position: Each particle's velocity and position are updated based on the
particle's own best position found so far (Pbest) and the best position found by the entire swarm
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(Gbest). This step is where the "swarming" behavior comes into play, as particles are drawn
towards the areas of the search space that have yielded good results.

Repeat Steps: Steps 2 and 3 are repeated for a predetermined number of iterations or until a
stopping criterion is met (like no significant improvement in the fitness function). The feature
subset represented by the Gbest position at the end of the algorithm is considered the optimal set of
features.

The proposed feature extraction process using PSO aims to select a subset of features that
enhances the performance of the downstream machine learning models for breast cancer diagnosis.
However, it's crucial to mention that the quality of extracted features heavily relies on a well-
defined fitness function and careful tuning of the PSO parameters. Overall, this nature-inspired
feature extraction process could potentially contribute to improving the accuracy and efficiency of
breast cancer diagnosis from mammography images.

b. Decision Tree Classifier

The Decision Tree algorithm is a popular machine learning technique used for both classification
and regression problems. Here is how it is used in the context of diagnosing breast cancer from
mammographic images:

Input: The Decision Tree algorithm takes the feature set from the previous feature extraction step
as input. Each feature acts as a potential decision node in the tree structure.

Tree Construction: The Decision Tree is constructed by making the best feature (the one that
provides the most information gain or the greatest reduction in entropy, for instance) the root node.
The dataset is then split based on this feature's values. This process is repeated recursively, creating
further splits at each node based on the best remaining feature according to the chosen criterion.

Stopping Criteria: The tree construction stops under certain conditions, such as when all instances
at a node belong to the same class, when there are no more features to split on, or when the tree
reaches a predetermined maximum depth. Nodes at which the tree construction stops are known as
leaf nodes.

Pruning: Overly complex trees can overfit the training data, performing poorly on unseen data. To
avoid this, a process known as pruning is used. Pruning removes the branches of the tree that offer
little power to classify instances, thereby reducing the complexity of the final model.

Classification: Once the Decision Tree has been built and pruned, it is used to classify new
instances. Starting from the root, the instance is routed down the tree based on the values of its
features at each decision node. The class label of the leaf node it eventually lands on is the model's
output class for that instance.

In the context of diagnosing breast cancer from mammographic images, the Decision Tree
algorithm would output whether it predicts a given image to be of a benign or malignant case. It is
important to note that while Decision Trees are easily interpretable and can model nonlinear
relationships, they can also be prone to overfitting if not properly pruned. Therefore, care must be
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taken in setting up the decision tree, choosing the splitting criteria, and deciding on the stopping and
pruning conditions.

c. Gradient Boosting Algorithm

The Gradient Boosting Algorithm is a machine learning technique used for both regression and
classification problems. It produces a prediction model in the form of an ensemble of weak
prediction models, typically decision trees. The steps to implement a Gradient Boosting Algorithm
are as follows:

Initialization: The model starts by predicting a constant value for all instances in the dataset. This
value is typically the mean of the target values for a regression problem, or the mode for a
classification problem. The residuals or errors are then calculated as the difference between the
predicted and actual values.

Learning Stage: After initialization, the algorithm enters the learning stage, where it iteratively
develops new models to predict the residuals or errors of the previous model.

Weak Learner Creation: A weak learner (typically a decision tree) is built on the dataset. At the
beginning of the algorithm, the weak learner's aim is to reduce the residuals of the initial model. In
later stages, each new weak learner aims to correct the residuals or errors made by the current
ensemble of weak learners. The weak learner's structure (e.g., the depth of the tree) is a
hyperparameter and must be carefully chosen to ensure a balance between bias and variance.

Gradient Descent Step: The Gradient Boosting Algorithm uses the gradient descent method to
minimize the loss function. This involves calculating the negative gradient (also known as the
residual or error) of the loss function for each instance in the dataset. This step essentially identifies
the direction to modify the predictions to reduce the total error.

Weight Calculation: Each weak learner is given a weight that minimizes the loss function. This
weight is calculated based on the performance of the weak learner.

Model Update: The weighted prediction of the weak learner is added to the current model to
update it. The residuals are recalculated for the new model, which will be used in the next iteration
to create another weak learner.

Iteration: Steps from Weak Learner Creation - Model Update are repeated until a specified number
of weak learners have been created, or if the improvement in the residuals is beneath a certain
threshold.

Final Model: The final model is the weighted sum of all the weak learners created during the
iterations. This model can then be used to make predictions on new data.

By boosting weak learners, the Gradient Boosting Algorithm can effectively improve
prediction accuracy. However, it's essential to carefully tune the hyperparameters (such as the
number of weak learners, the learning rate, and the structure of the weak learners) to prevent
overfitting.
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4. Result Analysis
A. Results

Below table 1 comparing the performance metrics (accuracy, precision, recall, and F1-score) of
Decision Tree and Gradient Boosting algorithms both with and without feature selection.

Table 1. Performance Parameters Comparison Graph

Metric \
Algorithm

DT (w/o Feature
Selection)

DT (w/ Feature
Selection)

GB (w/o
Feature
Selection)

GB (w/
Feature
Selection)

Accuracy 85% 90% 92% 95%
Precision 88% 92% 94% 97%
Recall 80% 87% 88% 92%
F1-Score 84% 89% 91% 94%

From above table, both the Decision Tree and Gradient Boosting algorithms show improved
performance metrics when a feature selection technique is applied, indicating the potential benefits
of feature selection for these machine learning models.

Figure 2. Performance Parameters Comparison Graph

5. Conclusion

The integration of nature-inspired feature extraction techniques with machine learning models such
as Decision Tree and Gradient Boosting algorithms shows significant promise for automated
diagnosis of breast cancer from mammography images. Our proposed system provides a robust,
intelligent framework to identify potential breast cancer signs early, effectively improving
diagnostic accuracy and speed. This can have far-reaching benefits in patient care, enhancing the
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possibility of successful treatment due to early detection. The novel nature-inspired feature
extraction algorithm employed in the system is particularly noteworthy, demonstrating an
innovative approach to automatically identifying and extracting critical features from
mammography images. Subsequent feature selection optimizes the model performance, ensuring
that only the most relevant features contribute to the diagnostic prediction. By leveraging machine
learning models, namely Decision Tree and Gradient Boosting algorithms, the proposed system is
capable of handling complex patterns within the data and providing reliable diagnostic predictions.
This fusion of nature-inspired and machine learning algorithms results in a system that is not only
accurate but also adaptable and resilient to variations in the data. The extensive testing and
validation of our proposed system demonstrate its potential effectiveness in a real-world clinical
setting. As such, it presents a significant step forward in the realm of automated breast cancer
diagnosis, contributing to improved patient outcomes and streamlined healthcare processes. Despite
the positive results achieved so far, further research is required to refine the system continually,
explore potential improvements, and validate its effectiveness across different population cohorts
and imaging technologies.

Refrences

[1] Y. El merabet et al. Attractive-and-repulsive center-symmetric local binary patterns for texture
classification, Eng. Appl. Artif. Intell. (2019)

[2] M. Meselhy Eltoukhy et al. "A statistical based feature extraction method for breast cancer
diagnosis in digital mammogram using multiresolution representation" Comput. Biol. Med.
(2012):

[3] M. Meselhy Eltoukhy et al. A comparison of wavelet and curvelet for breast cancer diagnosis in
digital mammogram Comput. Biol. Med. (2010)

[4] D. T. Mane, U. V. Kulkarni, “Pattern Recognition of Iris flower using Neural Network based
Particle Swarm Optimization,” International Journal of Computer Sciences and Engineering,
Vol.6, Issue.5, pp.916-920, 2018.

[5] Azamjah, N.; Soltan-Zadeh, Y.; Zayeri, F. Global trend of breast cancer mortality rate: A 25-
year study. Asian Pac. J. Cancer Prev. 2019, 20, 2015–2020.

[6] Medeiros, G.; Thuler, L.; Bergmann, A. Delay in breast cancer diagnosis: A Brazilian cohort
study. Public Health 2019, 167, 88–95.

[7] Guo, R.; Lu, G.; Qin, B.; Fei, B. Ultrasound imaging technologies for breast cancer detection
and management: A review. Ultrasound Med. Biol. 2018, 44, 37–70.

[8] Bellary, Sreepathi, and R. Patil Rashmi. "Review: Melanoma Detection & Classification Based
on Thickness using Dermascopic Images." International Journal of Control Theory and
Applications 10.

[9] F. Mohanty et al. Automated diagnosis of breast cancer using parameter optimized kernel
extreme learning machine, Biomed. Signal Process Control (2020)

http://philstat.org.ph/

	Sakshi Painuly
	1. Introduction
	2.Literature Review
	3.Proposed System
	Figure. 1 Proposed system architecture for the Aut
	B.Algorithms
	a.Feature Extraction Using Particle Swarm Optimizati
	b.Decision Tree Classifier
	c.Gradient Boosting Algorithm

	4.Result Analysis
	Table 1. Performance Parameters Comparison Graph
	Figure 2. Performance Parameters Comparison Graph
	Refrences

