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Abstract 

The Data Big Bang that the development of the ICTs has raised is providing 

us with a stream of fresh and digitized data related to how people, 

companies, and other organizations interact. To turn these data into 

knowledge about the underlying behavior of social and economic agents, 

organizations, and researchers must deal with unstructured and 

heterogeneous data [1]. Technologies like the Internet, Smartphones, and 

Smart sensors are generating tons of digitized and fresh data about people 

and firms' activities that, if properly analyzed, could help reveal trends and 

monitor economic, industrial, and social behaviors. This new data paradigm 

is called Big Data, which refers to Volume, Velocity, Variety, and Value in 

the context of data analysis. 

Identifying which data sources are available, what type of data they provide, 

and how to treat these data is basic to generate as much value as possible for 

organizations [2]. A Big Data architecture adapted to the specific domain 

and purpose of the organization contributes to systematizing the process of 

generating value. The Big Data paradigm also offers many advantages and 

benefits for companies, governments, and society. The purpose of this paper 

is to review some sources of Big Data to analyze social and economic 

behaviors and trends. A classification into three types of sources (article 

content, audiovisual/social content, and registration content) is made, 

together with a description of some databases and types of analyses that can 

be drawn from them. The aim is also to analyze how these sources can be 

used to analyze social and economic behaviors and trends, with examples 

that show the potential knowledge that could be achieved. Finally, the 

limitations and challenges posed by Big Data for social and economic 

analyses are discussed. 

Keywords: AI-driven decision support, taxation technology, unclaimed 

property management, big data analytics, cloud integration, government 

technology, intelligent automation, tax compliance, data-driven decision 

making, public sector innovation, machine learning in taxation, digital 

transformation, real-time data processing, predictive analytics, regulatory 

technology 

. 

1. Introduction

The emergence of artificial intelligence (AI), big data, and cloud computing has transformed 

various fields, including marketing, healthcare, education, social work, and transportation [3]. 

AI combines algorithms and massive databases to identify patterns of human behavior and 

make predictions about the future, achieving results that often exceed human capacities. The 
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availability of voluminous data and improvements in processing technology drive the 

continued development of AI. The analysis of big data provides insight into human behavior 

and decision-making, enabling governments to make policy decisions tailored to specific 

target groups and predict their potential consequences with a degree of precision that was 

previously impossible. With regard to fiscal impact analysis (FIA), governments can use 

available data to identify revenue footprints, track transactions in real-time, and accurately 

quantify the distributional effects of policy changes no longer relying on cumbersome 

models. Cloud computing allows for the easier and better storage, access, integration, 

processing, and analysis of data, ultimately leading to enhanced forecasting capability [2]. 

These digital transformations in data analysis and machine learning call for an update to 

traditional fiscal impact assessments. This article outlines why and how advances in AI, big 

data, and cloud computing can enhance government fiscal impact assessments combined with 

relevant examples and illustrations. It starts by introducing FIA, followed by the mutually 

reinforcing impact of AI, big data, and cloud computing. Subsequently, the paper introduces 

some existing use cases before concluding with a summary and proposal for further work. 

More detailed considerations of the issues will be provided in the presentation, including both 

technical and non-technical adjustments to the FIA approach and changes at the institutional 

level. 

2. The Importance of Fiscal Impact Analysis 

The analysis of fiscal impacts assesses to what extent the fiscal situation of a public authority 

changes after the commission of an investment project. It can be understood as the 

combination and iteration of a cost-benefit analysis and a financial plan analysis to complete 

the output including the evaluation of effects on the project commission and on the project 

implementation. The fiscal impacts are defined as in the tradition of cost-benefit analysis as 

revenues or revenues-related income and expenditures or expenditures-related costs that are 

not already considered in the standard project planning . They are further distinguished from 

indirect or higher-order impacts which, in turn, encompass effects on economic development 

or regional equalization. The examination area of the effects is the public authority affected 

by the project but a scope of smaller areas is possible as well. As a means of finance, either 

actual relations including existing resources or planned relations can be taken. 

 

Fig 1 : Pros and cons of fiscal policy 
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The tools to be combined must therefore be applied completely for each cost/benefit area 

from the definition of the area to the financial indicators and then the results simply 

combined. It is therefore recommended to expand existing tools so that the remaining gaps 

are closed and that the strengths of other tools are used through a suitable combination. Up to 

now, no consistent tools are available to analyze all possible financial impacts of construction 

projects on communities. Existing tools partly have considerable strengths but also serious 

weaknesses. Most communities cannot meet the requirement to provide detailed numerical 

values for construction projects, tax rates, net-specific factors, future expenditures, etc. As a 

result, some financial impacts cannot be assessed at all or only very coarsely. But even where 

tools are available, their results cannot be combined . Consequently, the lost information 

diminishes the convincing power of the findings. 

3. Overview of AI in Public Sector Finance 

The increased complexity of public sector finance is spurred by both local and international 

conditions. This complexity often derives from financial decisions taken years or even 

decades before a current governments‟ term. At the same time, the growing wealth, power, 

data and importance of sub-national governments creates a dire need to better anticipate 

public sector financial consequences of decisions. It also creates a demand by citizens for 

representatives to be better informed on the long-term effects of their decisions. Making 

public sector finance more informative, trustworthy and intelligible, especially when having a 

long-term horizon, therefore is an increasing challenge from multiple directions. Clear 

boundaries between decision support, early warning systems, and basic simulators have 

blurred and new approaches propose to promise 'better than better'. Different systems and 

approaches have been developed with different emphases. Local policies are of great 

importance to the daily lives of citizens and it is therefore of utmost relevance to 

communicate local conditions and consequences of local decisions clearly and intelligibly. 

Nonetheless, growth in data, computing speed and expertise have led to complex modelling 

approaches, often bordering to black boxes for broader audiences. This creates a demand 

need for a co-creation process to understand what really counts for end-users, which partners 

to involve, who should do what, and the difficult question of who should be responsible. 

While the approach of involving all relevant stakeholders based upon design thinking 

principles can be a way forward, the ambition of pursuing such an approach is daunting and 

fulfilling it will probably be somewhere between difficult and impossible. In assistive 

applications, sampling and parameter choice are equally obvious, yet a much thornier 

problem. To be able to leverage past experience, a model should be able to assist receivers 

with generating sound, relevant, yet informative parameters. These should preferably be 

within well-defined, and somewhat defensible, limits, all without jumping to wilder, 

composite ideas and specifications that generate runaway models. It is crucial to guide 

receivers through a parameter space exploration that only brings them to areas of uncertainty 

where evidence is willing to have. Contrastingly, it is equally important to hold back on 

bringing them to questions outside their scope, as they could easily have hidden or 

detrimental consequences . 
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4. Big Data: Opportunities and Challenges 

Big data situation is much better in the cloud. However, these cloud-based solutions also 

suffer from several trials, both technical as well as non-technical. This opportunity of work 

has been redesigned into public cloud-based technologies. Current commercial and research 

efforts have been analyzed based on this opportunity. The many challenges that remain are 

also highlighted. Cloud infrastructure, storage and processing of big data are included in big 

data management. Management of big data is a challenging task considering the fact that data 

is continuously increasing in volume. The amount of data is growing at an exponential rate, 

the metadata has also grown tremendously. 

 

Fig 2 :Challenges of Big Data 

Disk storage cannot keep up with the exponential growth in volume, variety and velocity of 

data. Moreover, aggregation and integration of unstructured data, collected from diverse 

sources is also under research consideration. Specialised tools have been designed and 

developed to address the data collection process. Programming models that can process, 

manipulate and query big data have been a hot area of research. In order to make predictions, 

recommendations or implement any application-specific functionality, the application needs 

to be modeled [5]. Note that all these aspects can be independent of the infrastructure that is 

adopted to build or deploy the solution. Therefore, there will be quite a bit of interest in 

carefully assessing the cloud infrastructure visual classifications that have been presented 

here and adapting it to the big data context. 

Currently, clouds can be deployed in a private mode, wherein the infrastructure is either 

owned or rented by a single entity. The factor or photon can be internal, in that the entity 

managing the cloud infrastructure entirely owns it, or outsourced. This is especially true for 

private clouds hosted on a third party infrastructure, known as off-premise private clouds. 

The applications in a public cloud are anonymous. The technical issues include both data 

hiding and control establishment. The former refers to the unintentional disclosure of data to 

unauthorized users, while the latter refers to the potential abuse of stored data leading to 

negative consequences unless an entity word governs access privilege. Private mode clouds 

have assurance in these aspects. They address the challenge of maintaining secure storage and 

control, and do so at a higher capital cost. 
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5. Cloud Computing in Financial Analysis 

Cloud computing services are extensively used to store and process enormous amounts of 

data across various industries. The financial industry, which generates vast amounts of data 

daily, has also adopted cloud technology to carry out multiple services. Office applications, 

virtual workstations, big data computing engines, in-memory databases, APIs as services, 

etc., are now available for banks. Financial institutions can manage their datasets in a way 

that is safer, cheaper, and simpler [6]. Moreover, some academic institutions have tried to 

improve the efficiency of cloud learning models for large financial datasets by seeking more 

compact representations of high-dimensional data without loss of information. A new 

mechanism for intelligent financial computing vision in clamp cloud services based on one-

house in situ computing and cooperative ratio-architecture configuration is also proposed. 

It is reported that more than 97 percent of governments in high and upper-middle income 

economies plan to conduct cloud computing monitoring or assessment. Cloud computing and 

big data technologies can help improve the design of fiscal policies and generate better 

forecasts of public revenue. They can also enhance the credibility of the authorities by 

increasing transparency of the forecast/execution budget cycle and encouraging public 

engagement with the budget analysis. However, governments need to identify adequate data 

harvesting, storage, integration, analysis, and visualization techniques to exercise the new 

technologies. Moreover, there are implementation and protection-of-interest risks to address – 

possible overestimation of revenues, discredit of authorities from forecast disappointments, 

and protection of authorities‟ budget power. 

Equation 1 : Scalability and Performance 

 

Due to this growing importance of fiscal data, cloud computing and big data are becoming 

available to governments and other entities. Easy-to-use software makes harvesting, storing, 

analyzing, and publishing fiscal data a world-in-its-own exercise. Most importantly, free 

data-harvesting, processing, and visualization applications are available as open source 

technologies within the cloud platform. Such an explosion of technological options drew the 

attention of governments with the ambition to innovate. International organizations think that 

cloud computing and big data technologies could help transform the way governments design 

fiscal policies, generate forecasts of public revenue, and monitor their implementation. 

Budget transparency is also said to be enhanced through the provision of information about 

fiscal policies and the revenues they generate. 
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F 

Fig 4 : Benefits of Cloud Computing In Banking 

 

6. Integrating AI with Fiscal Impact Analysis 

As mentioned above, fiscal impact analysis is a multidisciplinary integrated analysis process 

of multiple systems (e.g., economics, demographics, etc.) with multiple models (e.g., 

econometric models, IMPLAN, etc.) and various software/hardware platforms (e.g., Python, 

Excel, Cloud, etc.). Considering the broad systems, models, software/hardware, analysis 

processes, user levels, etc. for analyzing and evaluating fiscal impacts of a local government 

(e.g., scenarios, revenues, expenditures, etc.), those discussed fiscal impact analysis problems 

may be more complicated than those generally thought and presented due to non-negligible 

diversified uncertainties in each aspect [7]. In this context, fiscal impacts may probably be 

more comprehensively and sustainably analyzed and evaluated for fiscal impact analysis for 

state or local governments through a cloud-based, intelligent, and integrated solution with big 

data blackboard, automated developmental environment, and consortium blockchain-based 

data exchange based on an open integration framework. 

The prospects for the aforementioned future research directions and methods may be 

propelled by the rapid development of a new generation of computer hardware and software 

techniques, especially AI, big data, and cloud computing technologies [8]. Artificial 

intelligence techniques, such as natural language processing and machine learning models, 

may be utilized to realize cloud-based fiscal reports, demographic data, and econometric 

model generation. Big data techniques may be developed to realize data collection and 

updating for Florida local governments. Cloud computing and AI techniques, especially the 

exploration of consortium blockchain technologies, are expected to be employed to provide 

efficient and secure platforms for data management and utilization and to render new 

development for the inter-governmental comparative analysis and exchange on fiscal 

impacts. 

6.1. Machine Learning Techniques 

The machine learning (ML) approach is designed to learn functions from data with little to no 

need of prior knowledge. When a mathematical model is available or considered, just an 

awareness of its validity is needed to incorporate it as a prior. Cool features of these tools are 

the ability to work with high-dimensional inputs and the capability of learning on-the-fly. 
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Nowadays, despite being hard to grasp in detail, fluid-mechanics community is heavily using, 

and benefiting from, ML tools, and all sorts of results are being produced: ML-like methods 

for the solution of the Navier-Stokes equations, reduced order modelling, flow control, 

turbulence closure modeling, and so on. The previous developments are out-pacing the 

understanding of the limitations and the underlying reason for success. Besides the need for 

reliable datasets and an optimization of computing hardware, there is a need for quantifying 

uncertainty, interpretability, robustness to out-of-distribution scenarios and properly framing 

the ML problem [9]. A posteriori testing of data-driven techniques is an important 

complement to properly assess data-driven tools. 

A common feature of many ML applications in fluid mechanics is that, despite the focus on a 

different problem, the developed methods have close parallels [10]. However, then, each one 

has its own challenges. The goal is to frame these problems and discuss the aspects that tend 

to be neglected: interpretation, transferability, uncertainty quantification and noise 

robustness. These are framed in a general terms and may well apply in non-fluid-dynamics 

problems. Understanding and quantifying the limitations and assumptions behind the modern 

tools will allow a broader audience to benefit from their use and will open new research 

paths, while improving the understanding of how and why these tools work. 

These discussion notes aim at stimulating a conversation on the challenges and opportunities 

for the application of ML in fluid-dynamics. This is done by framing various problems in 

fluid dynamics as ML problems, each one with its own challenges and opportunities. A brief 

overview of recent applications is presented in the context of the exposition pattern „problem, 

potential solution, issues‟. Aerodynamic noise prediction, turbulence modeling, reduced-

order modeling and forecasting, meshless integration of (partial) differential equations, super-

resolution and flow control are the considered applications. 

 

Fig 4 : Machine learning methods 

6.2. Predictive Analytics 

Predictive analytics is part of the controls to produce a better forecast; here, it emphasizes to 

provide a proper forecast based on available historical data. Analyzing historical data allows 

organizations to construct simpler models that are easier to interpret while still enabling them 

to make accurate predictions. The accuracy of predictive models can usually be increased by 
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using a wide variety of predictive analytics techniques, but an organization may prefer a 

simpler model that is not too complex. Using social big data along with machine learning 

techniques, pattern-based predictive analytics can be done to enhance the recall. Besides 

discovering novel patterns through pattern-based predictive analytics, stream-level predictive 

analytics can be done to provide an overall user interest forecast based on streaming social 

data. 

When pursuing predictive analytics, patterns from existing social big data are discovered to 

serve as new input features for traditional machine learning predictive analytics. It is difficult 

to explain why a machine learning algorithm produces a particular prediction. Thus, 

extracting expressive patterns from social big data is necessary so that the predictive model 

can be expressed and interpreted in terms of knowledge instead of as a black box. Stream-

level predictive analytics is predictive analytics that works continuously on streaming data 

with the aim of maintaining a model. Stream-level predictive analytics allows new social big 

data to flow in and the predictive models are updated without the need to retrain from scratch; 

thus, a continuous forecast can be given to market analysts. 

The ability to analyze large volumes of surveillance data has far outstripped the ability to act 

on that data. This has led to many public domain and proprietary tools for filtering massive 

amounts of data, but few tools exist for targeting smaller datasets with high resolution. New 

platforms make it possible to mine data from various social, virtual and physical sources. 

However, security considerations have rapidly outstripped database and software 

development capacity. There is a very real challenge in current analysis, with the prospect of 

more and more data from more and more sources being available for analysis. But without 

guidance from models, probabilities and norms indicating what factors of the data are 

relevant, this avalanche of data may overwhelm sensors and analysts. 

7. Data Sources for Big Data Analytics 

The use of new Big Data sources is also crucial for the information and knowledge by 

conducting a firm-level study. Determine a firm‟s use of BDA and the structural, 

organizational, and human resources factors that influence it. Provide an operational 

definition of Big Data, and explore the opportunities, challenges, requirements, and 

competencies of using BDA. It indicates the potential benefits of such technology on 

financial performance and firm innovation by quantifying the relation between BDA use and 

these critical firm outcomes with a rich set of instrumental data. 

The use of social media data sources can help to monitor transportation infrastructure and 

freeways, revealing insights into the traffic conditions affecting travel flows and delays and 

providing city stakeholders the information they need to boost policies for a smarter urban 

design. Traditional data sources such as administrative sources are low-cost and systematic; 

however, they are frequently late and not detailed enough to identify local mismatches. To 

mitigate this, nonconventional sources have been increasingly popular in city planning. 

Social media data can effectively track the natural vulnerability of urban buildings after an 

earthquake, facilitating analysis of disaster response systems. Social media mining also 

assesses urban gentrification in small neighborhoods, gathering demographic maps over ten 
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years from social media data. Furthermore, consumers' reviews and ratings provide a reliable 

approach to real-time visualization of urban pollution. Public geolocated social media records 

can also construct a novel human mobility data framework for informatics to characterize 

urban areas in terms of social attributes. 

 

Fig 5 : Sources of Big data in Healthcare 

 

Other conventional data sources include mobile phone data, which can characterize urban 

public transport use patterns and changes, aiding public transportation in building healthy 

transport ecosystem models. City stakeholders can also identify long-term effects of COVID-

19 on public transport by mining mobile phone call records, revealing changing call patterns 

in time, space, and intensity. Big search engine data sources can also track demographic 

changes in a city over a decade, producing variations in various characteristics of 

neighborhoods and gentrification vulnerability. The attractiveness of low-income 

neighborhoods to high-income households, where dwellings and property prices have 

increased, has changed, while the vulnerability of remaining low-income areas is expected to 

increase. 

Nowcasting is an important scope of urban empirical studies with high business value. 

Traditional model building approaches such as statistical modeling are not viable for quick 

analysis, making flexible models like machine learning popular. On the one hand, compared 

to conventional models, deep learning approaches can effectively learn representations 

automatically from a large quantity of unstructured raw data, achieving high performance in 

prediction. However, decentralized or proprietary data sources are an issue, as they are 

fragmented across heterogeneous organizations and distributed on institutional boundaries. 

On the other hand, to ensure public interests, privacy concerns arise in Big Data projects, 

especially in welfare or urban studies involving vulnerable populations or personal 

information. 

7.1. Government Databases 

The debate on the impact of new technologies on public policy analysis, notably fiscal impact 

analysis, has intensified in the wake of the progressive advancement of techniques and tools 

based on AI, Big Data and Cloud Computing. The in-depth modeling techniques, no- or low-

code systems, and self-learning algorithms associated with these technologies have been 

recognized for years [3]. They have been assessed for both their promises, including 



Mathematical Statistician and Engineering Applications 
ISSN:2094-0343 

2326-9865 
 

 16872 
 

http://philstat.org.ph 
Vol. 71  No.4 (2022) 

http://philstat.org.ph 

 

 

 

improvement of quality, effectiveness, and inclusiveness, and their relevant risks, including 

misinterpretation, opacity, and unfair discrimination against vulnerable groups. Additionally, 

the associated ethical concerns, including algorithmic biases and surveillance, have been 

under scrutiny. 

More recently, cryptocurrencies, which rely on permission-less and decentralized blockchain 

ontologies, have raised further questions regarding the future of economic policy choices. 

Similarly, the applicability of blockchain technology for taxation issues, including 

compliance and enforcement, has been controversially discussed. A trade-off between severe 

consequences for some vulnerable individuals, often already socially disadvantaged, and 

overall benefits for society in terms of fairness and welfare in the alternative future has been 

described for longer-term approaches. However, the mere availability of new technologies 

does not imply their straightforward adoption and impact. 

Many experts downplay these fears and caution against premature distress. Other professional 

analysts and modeling organizations dismiss such systems as easy ways out or dubious 

safety. This resonates with the broader debates about labor substitution and security by 

algorithms. The widespread dismissal of machine probabilities and behavioral change 

predictions by the more traditional economists was accompanied by a similarly widespread 

refusal of AI-generated news reports. More generally, the tech enthusiast optimism that these 

technologies are simply better than previous ones as long as they are correctly implemented 

lies in the other direction. 

7.2. Private Sector Data 

In addition, the private sector data need more attentions in developing the AIFIA. In previous 

AIFIA version, using the phone data to provide the population flow of an area is a prominent 

feature to conduct a fiscal impact analysis. This is different from other places that mainly use 

inbound and outbound passenger data to indicate the relative frequent of the spots [2]. 

Therefore, to develop this regard further, some private sectors‟ data such as Uber, Didi, 

BiliBili, and Cloudflare can be introduced. With the partnerships or cooperation with these 

companies, the real-time vehicle speed, bicycle, or even the user activities in areas can be 

better analyzed, which also can provide further analytical results for the impacts. Besides the 

population flow and EV distribution, the new private big data sources can be used in 

modeling the recommendations and predicting the decision in the user perspective. Given the 

machine learning techniques is more and more popular, the prediction modules can be trained 

with the features from the large amount of collected data. Then for the similar characteristics 

of which the data is almost impossible to collect, the robust model can be applied to predict 

and suggest the decision for both the governments and the planners. For instance, in addition 

to the average speed within one hour, the peak hour speed could also be predicted with the 

newly introduced private traffic data. However, this prediction and recommendation 

modeling should be undertaken carefully to avoid misleading the user or even negatively 

impact the current conditions. 
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8. Framework for Implementing AI and Big Data 

Policy decisions are often based on various types of analyses performed on past data. What if 

these decisions are aided by live information from multiple sources, such as “big data?” 

Government departments produce vast amounts of reports and analytical files, which are 

generated based on past data, with respect to various dimensions. This data primarily resides 

in proprietary databases, meaning ownership of the data is largely with the analytical 

applications, rather than the business processes that produce the data. There are frameworks 

in place that integrate big data and artificial intelligence (AI) in various capacities, ranging 

from report generation to live decision making based on AI modelling. Some methods in the 

framework are already in use by the public sector. War rooms in public health departments 

monitor flows and trends of health data to provide real-time insights on mitigating Covid19. 

Similarly, with big data being the newsfeed, city digital dashboards monitor daily municipal 

service performance [3]. These analytical and data engineering systems transform vast 

amounts of data for decision makers to visualize outcomes and estimates in colors and 

graphs, descriptive state and spatial analytics. On top of these systems, it is possible to 

employ optimization algorithms and AI models to automate the decision-making process or 

provide suggestions and alternatives to analysts. 

Governments need on-premise data engineering frameworks for putting big data analytics 

and AI models to use. With cloud providers housing and controlling vast amounts of sensitive 

information/data, public administration is reluctant to move to cloud solutions. The federal 

government of India has invested in the on-premise National Open Data Platform that hosts 

datasets/analytical applications, providing macro-level insights on top of a big data engine for 

city analytics. Although efforts are made, controlling real-time analytics and live AI decisions 

on various data feeds is yet to be made a reality in public administration. Public 

administration in general, and either department in particular, do not have a big data 

engineering and AI stack to perform automation or generate models, nor do they have the 

capacity to do so in the near future. Thus, a natural question arises: how can data engineering 

systems, big data systems with visualization, storage and administration, cockpit views and 

decision aids, disk-based AI systems, streaming, and analytical operational foundational 

systems, both on enterprise level and cloud, be acquired 

 

Fig : Top 10 Big Data Frameworks 

8.1. Step-by-Step Implementation 

https://jelvix.com/blog/top-5-big-data-frameworks
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Figure depicts a step-wise implementation framework for regional impact analysis. The first 

step is linking the planned investment to the cost variables as mentioned in step 1 of the 

following section. The second step is to input the cost variables into the comprehensive 

impact temporal dynamic model. The output from the economic model can be analysed 

through Turnover and Employment shocks and Value Added shocks, depending on the input-

output model applied. 

Developing a sequential AI, Big Data, and cloud computing based platform for fiscal impact 

analysis constitutes the second step. The platform is comprised of several modules. Module 1 

deals with obtaining input data for economic, fiscal and regional modelling. This can be 

based on texts and pdfs in public or private locations. In the public sector, data usually comes 

from programs which directly feed a country- or regional-state-wide constructed input-output 

table, or from a compact database file composed of extensively sized tables. Since this input 

data zone is potentially very heterogeneous, this module needs to be flexible in ordering 

different data-sourcing approaches. It should search economically significant combinations of 

words that can produce impacts using a method. If enough evidence was found, a synthetic 

text will be produced utilizing a model, which asks for more detailed insight into what 

combination of cost impacts can be expected from these investments. The textual explanation 

can be assessed further for plausibility via a settings list in the configuration file.  

Equation 2 : Linear Regression Loss Function

 

The second module retrieves good and services inflow names and connected sectors allocated 

under the codes obtained from module 1. The output is a two-column dataframe. Row index 

„fact‟ indicates a commodity and row index „mod1‟ indicates allocated sectors to this 

commodity on top of which a one-whole value-added per sector is anticipated. A unique 

commodity-sectors pair will be considered as a normal output. If the same commodity is 

allocated to more than one sector, adjusted inflow percentages will be calculated. An 

econometric model will be developed to estimate price elasticities for trade flows. 

8.2. Case Studies 

The development of large-scale data infrastructure is critical to the field of fiscal impact 

analysis, as it is with many other fields. Many governments currently have a myriad of siloed 

datasets, typically with antiquated architecture. Historically, jurisdictions were limited to 

simplistic desktop applications due to a lack of technical capacity. Over time, many agencies 

grew their data infrastructure through ad hoc means that now produce a municipal data 
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ecosystem that suffers from fragmentation, version control issues, and ambiguity. For 

example, towns often keep a commercial property valuation dataset in-house, while school 

districts often keep their own version to generate forecasts. The issue lies partly with the 

interface that policy analysts need to navigate in order to work with data. Analysts tend not to 

be part of the IT staff, and many analysis-ready scripts are written with development software 

that the agency may not license or own. Taking derived datasets from the department of 

revenue example, this historical frontier has prevented the development of scalable analyses, 

current technology, and machine learning applications [14]. 

There are pressing opportunities in this area such as a consistent, comprehensive license 

database, scalable tools to enrich forecasts with microdata, and an intuitive interface that 

allows non-technical staff to work with data. These initial recommendations can help 

governments get on a faster track to realize the benefits of cloud architecture. While the 

outputs of FiscalPlus are scalable, there is not yet sufficient data infrastructure to utilize them 

for planning and forecasting purposes. Municipalities frequently experience disruptions 

through economic downturns, new government policies, and population shocks, and 

integrating more data to react to these shifts will be vital for public services during the 

recovery phase. Several machine learning and agent-based modeling applications are 

proposed as future work to allow fiscal impact analyses to adapt faster and proactively mirror 

these shifts. 

Network flows, social networks, and systemic models are all approaches that illustrate 

complex relationships in people and wealth. Examining these flows generally require access 

to large datasets that are interoperable, anonymized, and engage with bespoke vectorized 

outputs. A consistent tax base is necessary to realize these goals, and many governments 

contract collection efforts to third-party, data-rich agencies. However, regulatory limitations 

prevent financiers from sharing raw data. For any vehicle born from those contracts, a novel 

ledger approach is recommended to build a purposely-shared network, permitting bespoke 

models to be shared with the raw data to achieve interoperability. 

9. Challenges in Data Integration 

Constructing FIAs using Big Data and cloud computing techniques requires information on a 

wide variety of factors. At the same time, data availability is limited and constrained. 

Countries and municipalities need access to a common pool of easily accessible, well-

structured information, but putting data under a common scheme is not easy. Fees and 

bureaucratic barriers imposed by data providers may prevent easy access to data for 

information seekers. Private companies offering public data are abundant, but in many 

instances, data cannot be retrieved at all due to high costs and limited usage rights. Data in 

different formats makes it difficult to integrate information from several providers. 

Similarities in the information content created with different techniques necessitate a careful 

study of the available data and adaptation of the analysis methods. 

Missing data limits analysis and results in a hidden level of model imperfection. Different 

processing conditions may produce output data with significantly different characteristics. 

The use of well-defined degradation and impact criteria is needed for useful prediction 
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results. Moreover, while tools are making it easier for people to understand data and create 

visualizations, informed interpretation and assumption checking are still labor-intensive. 

Automated visual recommendations can be helpful but still have to be fully developed. While 

previous studies have discussed uncertainty in the input data, the representation and 

propagation of uncertainty and the evaluation of the impact on the final outputs have not yet 

been treated widely in these tools. Cloud computing technologies may ameliorate this 

specific issue, but it still needs to be further explored. 

Creating an independent and reliable cloud computing platform for FIAs is neither easy nor 

cheap. Market entry poses significant capital costs and risks, especially for smaller cities or 

countries. A potential lack of maintenance and updates can also endanger the service and its 

usability over the long run. A cloud development platform with available infrastructure and 

resources may be preferable to significant investments in hardware and software. This choice, 

however, imposes a reliance on a single large company [16]. 

10. Ethical Considerations in AI and Data Use 

Concerns about the use of AI are being raised. Despite the potential advantages of AI, there 

are many risks associated with its application within the public sector. AI poses challenges 

linked to its design, development, and use that are unique and different from challenges posed 

by human intelligence. There are many ethical considerations to be addressed before AI is 

used in practice. These considerations relate to potential social harms of AI, the need for AI 

accountability mechanisms, and the need for AI policy and research institutions. Though AI 

promises efficiencies, savings, and capabilities for public organizations, the recommendations 

from this research are that it is put aside until there are processes in place for public 

engagement with it and when it is better understood, because without public trust in these 

systems, they are unlikely to succeed. 

There are several AI ethical guidelines that are emerging along with research, development, 

and regulations. The purpose of these guidelines is to increase public trust in the development 

and application of these technologies. The EU has released its Ethics Guidelines for 

Trustworthy AI, which outlines the requirements for AI to be lawful, ethical, and robust. The 

OECD has also issued similar AI ethical recommendations. In addition, the AI Now report 

delves into algorithmic impact assessments, the need for government transparency about AI, 

and standards and legislation around safe and ethical AI. 

The EU is creating a legal framework to self-regulate AI while ensuring that it does not stifle 

innovation. The draft artificial intelligence act will classify certain risky AI applications and 

develop special regulations and oversight committees for this technology. 

11. Impact on Decision-Making Processes 

Improved performance provided by a forest-based TTF approach includes the combined use 

of more sensitive and informative features for improved performance. The influence of 

context variables on different situations of decision making is now considered. A 

biogeographic optimisation fuzzy cognitive map (BF-BCO-FCM) is presented as an upgrade 

methodology to the CCO-FCM framework. The proposed BF-BCO-FCM upgrades the CCO-
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FCM methodology by considering the TTF and suitable context variables to better assess the 

impacts of mobile app features on decision making processes. The proposed BF-BCO-FCM 

methodology results suggest that the proposed upgraded methodology leads to better 

performance than the CCO-FCM by providing better performance measures and a clearer 

decision making pattern.  

Equation 3 : Expected Utility Theory (Economics/Psychology)

 

Approximately 80% of the decision making situation studied has its own key context 

variables leading to the different feature decision making strategies. The broader effects of 

the operationalization of large-scale public and administrative hopes now needs to be 

analysed. The effects of such implementation on the choices of public authorities have not yet 

been documented and could be considered as the next challenge for similar implementations. 

The effects of temporality on the framing of public services were disregarded and now have 

to be documented. In spite of unmet needs of analysis, some recent works already 

documented consequences of big data among public authorities. Public authorities currently 

lack a proper ontological grid for better elaborating their needs and goals and for 

understanding the societal and institutional feasibility of their public data-related goals. The 

achievement of this condition would allow for wider, legitimate, equitable, consensus-driven 

impact assessments of the role of big data in the amount of privatisation, privatisation-turned-

out-competition and public-goal disutility. 

12. Future Trends in Public Sector Finance 

The fiscal impact analysis (FIA) throughout the globe mostly relies on a certain number of 

ex-ante and ex-post economic analyses models. Those models are traditional input/output 

tables or 4D models. Until now, in Denmark, most of this FIA has been conducted with the 

help of county-based input/output tables or nationwide branch based input/output tables, plus 

a spreadsheet application to implement the model. This old "analytical" paradigm is based on 

some tedious work before and during the model implementation. Furthermore, the analysis 

report could only be documents in PDF format. New database technologies, such as Big Data 

and Cloud Computing, plus other new methodologies, such as AI‟s machine learning and 

deep learning, are meant to hugely shorten this model based FIA timeframe and to improve 

this fiscal analysis report format, but still there are some restrictions, such as those new 

methods are treated as a black box, which means it will be hard to evaluate the reliability and 

internal logic of the estimations made by this AI model. 

The Big Data and Cloud Computing technologies can be used to store huge amounts of 

database at low prices. This huge database contains a variety of information surrounding the 

development of the states and these governments throughout the world. Combined with AI‟s 

machine learning and deep learning methodologies, these governments can get a much 

broader picture about their economy and evaluate their policies or projects against this broad 
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background much quicker. With the further aided by the new presentation tools provided by 

HTML 5 and Java scripts, a variety of user tailored formats of analysis reports can be 

automatically generated by this new fiscal analysis model. After the presentation, there will 

be a visualized form to evaluate the reliability and internal logic of the evaluation results 

provided by the AI based fiscal analysis model. This new fiscal analysis model is meant to be 

the first step to modernize the worldwide fiscal impact analysis practices. 

13. Policy Implications of AI in Finance 

To the best of our knowledge, there are no studies concerning the use of AI in financial 

regulations or concerning policy challenges of AI in finance in general. Other relevant studies 

on AI and FinTech document many applications of AI in the financial system and explore 

underlying fundamentals, recent developments and challenges in the applications of AI in 

finance, particularly for macro finance and quantitative finance. These are either in a formal 

mathematics-oriented style or somewhat academically vague [18]. In contrast, the challenges 

of AI in financial regulations, especially for macro prudential policymakers, the most difficult 

type of financial policy, are framed formally with specific explanations. AI is outset first used 

to transform financial regulations, making the finance system more efficient, robust, and 

effective with a far lower cost than existing eggs and tangible infrastructure. The ongoing 

fundamental transformation of the finance system is most similar to that of the media industry 

before and during the predominance of social media and AI. The second side of AI is 

efficiency or accuracy-safety disparity. The chance of achieving financial stability including 

the avoidance of excessive losses and systemic crises using AI in financial regulations is 

analyzed, with distinctions drawn between micro prudential and macro prudential regulations 

across several dimensions [19]. The scope, data, errors, motivations, and generality of the two 

types are first reviewed. It is generally believed that AI facilitates the efficiency and accuracy 

of micro prudential regulation, but that it cannot achieve comprehensive speed and regulation 

threshold of macro prudential regulation. 

These thoughts provide nuances on the applicability of AI in finance. The most important 

conclusion is that AI cannot be safely used to control or regulate the finance system. Several 

policy implications follow. Until AI mitigates safety concerns, macro prudential authorities 

have to either forgo AI's advantages, losing fundamental decisions such as those in monetary 

policies and ESFS, or delay up-to-date, often more robust, automated macro prudential 

regulations, losing too long-term basic inputs for reacting to cyclical vulnerabilities and 

spillovers. For micro prudential policies, macro prudential authorities can adopt viable AI 

applications used by private financial institutions, conduct audits on validity, and provide 

DIY manuals for national institutions, preserving banks' power in monetary, credit, 

derivative, and liquidity policies while increasing pickable regulation tools without 

guaranteeing general safety. 

14. Stakeholder Engagement and Collaboration 

Stakeholder engagement is a process for informing, engaging, and collaborating with 

stakeholders to create better decisions and improve project outcomes. Stakeholders are 

individuals or groups that are impacted by or have rights concerning the decisions and 
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activities of an organisation, that have the power or authority to influence the decisions and 

activities of an organisation, and/or that possess relevant characteristics that put them in 

positions of advantage or vulnerability in relation to the decisions and activities of an 

organisation [20]. 

All impacted stakeholders must be identified before the project can adequately engage. The 

process of identifying impacted stakeholders involves understanding and narrowing the scope 

of the decision or activity being engaged upon, and writing out the ideals of inclusion close to 

the beginning of the Stakeholder Engagement Process. The detailed process for 

understanding the Task Context and Stakeholder Universe can be broken down into three 

steps: Preliminary Project Scoping and Stakeholder Analysis, Positionality Reflection, and 

Produce a Project Summary Report. 

Step 1: Preliminary Project Scoping and Stakeholder Analysis. The initial project scope is 

established by filling out a Project Scope Form and the Stakeholder Universe is identified by 

filling out a Stakeholder Universe Form, possible methods for engaging each stakeholder 

group, potential barriers and risks of engagement, and possible benefits of engagement are 

also identified. This collection of documentation forms and reflective questions generates 

tangible outputs and space for analytic methods that directly inform Decision Context, 

Stakeholder Universe, and Impacts sections of the Project Summary Report. 

Step 2: Positionality Reflection. The engagement team takes time to reflect critically on their 

positionalities and how they may have power and privilege over stakeholders to risk harmful 

engagement. The collection of Peer Consultation and Self-reflection Forms facilitates in-

depth reflection and collective discussion of static identities such as race and gender as well 

as dynamic factors such as expertise and funding. 

Step 3: Produce a Project Summary Report. The documented activities from the previous 

steps are used to create a Project Summary Report consisting of project scoping and 

stakeholder analysis, positionality reflection, and an overview of stakeholder objectives and 

methods. 

15. Training and Capacity Building 

Training and Capacity Building in relation to the concern raised on the need to transform 

fiscal impact analysis processes is required to address the capabilities needed, especially 

given that Artificial Intelligence (AI), Big Data and Cloud Computing in itself are considered 

as emerging technologies, coupled with Data Science, which is itself a discipline still in its 

infancy. There is hence a need to identify a cluster of applications, use cases and relevant 

fiscal impact analysis procedures, processes and workflows to focus on. Secondly, there are 

fundamental skills that are required to capacitate manpower on the understanding of AI, Big 

Data and Cloud Computing and its application to fiscal impact analysis. Thirdly, these 

fundamental skills might need to be coupled with existing skills that are already available in 

fiscal analyst units worldwide. Training and capacity building can hence initially focus on the 

fundamentals, which then can be complemented with other specific advanced training once 

the foundational skills are built. 
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There is also a need to ensure that practical and operationalisation skills are also built in. In 

using Big Data, AI, Digitalisation and Cloud Computing to transform fiscal impact modelling 

processes, whether training is focused on analysts or economists, there tractability of these 

approaches come at the need of a more solid understanding of the underpinning conceptual 

frameworks, technicalities and tooling. These areas might be better regarded as tools that 

require practical know-how in implementing processes through their use, from extracting 

insights from alternative data to scripting out programming codes. Creativity, flexibility and 

iterative development must also be encouraged to allow for explorative discoveries of what 

these tools can do and the pathways by which they can be styled into the fiscal analysist 

workflows. 

Last but not least, building on the earlier sentiments raised on converging knowledge 

formation across pathways and silos, it is suggested that ongoing efforts be exerted on 

institutionalising progress on training and capacity building and converging with new 

practitioners in civil service mostly from new areas. This might however take a longer time 

from a distance point of view, hence rescind the suggestions on a monitoring period.  

16. Measuring Success and Impact 

To assess the success and impact of the Cosmos AI project, a multi-dimensional evaluation 

framework is proposed, which relies on (1) objective evaluation criteria and benchmarks; (2) 

subjective evaluation from representative expertise; and (3) survey of end-users to assess 

outcomes and usability of specific functionalities of Cosmos. The evaluation plan consists of 

three phases: (1) Technical assessment of AI models and functionalities; (2) Domain-specific 

assessment with policy experts; (3) Assessment of usability (learning, user feedback, 

transparency) from decision-makers. 

Quantitative measures are proposed for assessing models‟ performance using metrics from 

the ML literature. Subsequently, further functionality and domain-adjusted model 

refinements will be implemented, followed by participatory workshops to assess model 

improvement and prediction interpretability. End-users are consulted to monitor usability and 

impact. The proposed evaluation methodology and setup are comprehensive for measuring 

the success and impact of the AI-enabled fiscal impact analysis project. The literature on ML 

measurement and methodology benchmarking is required to assess measure options and 

determine the best evaluation plan besides the proposed measures and methodologies to 

assess the impact of AIs on the overall project. Finally, a monitoring and assessment 

dashboard will be developed for the decision-making process in case of specifically high 

impact. 

Co-produced knowledge on the effects of policy measures on rented housing and the efficient 

and effective revenue of property taxes requires innovative analytics tools to manage 

extensive datasets and extremely complex models and difficult AI capabilities. AI-enabled 

real-time visual-spatial impact assessment of policy measures on the degree of rented housing 

and large data crowdsourcing is developed. The Eco-Desire cases are of high public policy 

challenges and importance with moderately complex models. They involve knowledge co-
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production, expert assessment of spatio-temporal explanatory impact models, and fiscal 

impact of policy evolution. 

16.1. Key Performance Indicators 

Key performance indicators (KPIs) are quantifiable measures used to evaluate the success of 

an organization, employee, or process. They help determine performance levels and progress 

toward stated goals, linking business activities to organizational objectives. By understanding 

KPIs, organizations can identify critical metrics that lead to superior performance and build 

strategies accordingly. Identifying, developing, and implementing KPIs is a crucial activity 

for organizations seeking to enhance performance. Such high-performance organizations 

incorporate KPIs in their governance and strategic planning systems, allocating resources 

toward their achievement. Moreover, high-performance organizations benchmark their 

performance against leading organizations in similar fields obtaining insights into 

improvement opportunities . 

Despite the importance of KPIs, approaches to identifying appropriate ones are often lacking. 

Notably, recently introduced methods have identified illustrative KPIs for organizations and 

fields without considering specific operational scenarios or levels of analysis. Consequently, 

KPIs reflecting an organization‟s specific operations, context, and strategy may not be 

defined. Moreover, field-specific KPIs are often too broad to be useful in performance 

management or improvement. This paper presents a methodology for developing a KPI 

framework for complex systems. Such frameworks are useful for organizations seeking to 

enhance performance through measures and related contextualization of complex systems. 

The methodology involves six sequential steps: 1) Analyzing the system of interest; 2) 

Collecting information on integrated systems; 3) Defining illustrative KPIs; 4) Responding to 

all questions in a KPI-based questionnaire; 5) Embedding the KPIs in the organizational 

context; and 6) Reviewing and finalizing the KPI framework. The applicability and 

usefulness of KPIs-based framework development are illustrated with the case of an 

advanced manufacturing organization producing telecommunication devices. The deployed 

methodology produced a KPI framework defined and contextualized in terms of the 

organization‟s characteristics, sector, and strategic objectives. Thus, it provides a useful tool 

for management and operational use in performance management and improvement projects . 

16.2. Feedback Mechanisms 

Feedback mechanisms can be observed in a context where the changes made by one agent 

may alter the decision-space of others. Feedback mechanisms can be either direct, in the form 

of reciprocal interactions, or indirect, through the emergence of networks or hierarchies . 

Systems with feedback mechanisms can self-organize and take a variety of non-linear forms. 

Feedbacks entail transient dynamics that may become unsteady or chaotic. Eventually, the 

feedback may induce convergence toward equilibrium states or foster extreme states of 

tipping, hysteresis, and criticality. Scientific fields such as bifurcation theory and ecological 

resilience theory have been developed to study such rich behaviors, including logical or 

continuous forms of feedback using differential or algebraic equations. It is often misleading 

to simply introduce feedbacks into a self-organizing model and expect it to behave like the 
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real world. Disparities in enrichment and emergence among system states need to be 

resolved. So do cases where feedback mechanisms do not map neatly onto equations. A 

theoretical framework will be developed for representing feedback by differential or 

difference equations of arbitrary complexity. Feedback is viewed as a mechanism that 

describes the interactions among variables without prescribing their structure and trajectories. 

Validity will be probed using examples of both logical and continuous semantics. 

A fidelity-bound function will be constructed to classify both benchmarking and structural 

contributions of a candidate feedback function. Following variance inputs and states, 

feedback can be enlarged to increased-dimensional composition of either POMDP or sample-

based planning under inequity aversion behaviors. Two POMDP categories introduced 

recently will be incorporated to create a novel auction signaling example and to illustrate its 

implications in the bidding strategy under heterogeneous preferences and limited experiences. 

Feedback mechanisms can therefore be mapped through novel continuous modeling for 

MDPs or agent-based modeling with significance for active domains. To render this 

development more tractable, principles for modeling scoring and missed feedback as a 

continuous function dependent on its magnitudes will be proposed on a case-by-base basis. 

Adaptive designs for integrated networks able to probe these feedback mechanisms may also 

be proposed based on insights from integral degeneracy tolerance and causal mechanisms of 

long data on prior knowledge. 

17. Conclusion 

U.S. government agencies are wrestling with the challenge of documenting and analyzing 

complex cash and accrual-based transactions and their long-term fiscal effects in the trillions 

of dollars. Current fiscal impact analyses fail to address intergovernmental, capital market, 

and macroeconomic effects. Without improvements, the tremendous potential for cost-

savings, revenue enhancement, and equitable policy implementation will be lost. 

Artificial Intelligence (AI)-driven Cloud-based Big Data technology is rapidly transforming 

fiscal impact analysis as it has many other professional and life-cycle considerations. Large-

scale processing of underdeveloped publicly available high-frequency high-resolution data 

including, but not limited to, income, jobs, wealth, migration, employment sector, and age 

cohort flows as well as policy monitoring data is either technologically feasible already or 

will be rapidly converted via coordinated public-private partnerships and four public 

functions: data acquisition, validation, standardization, and dissemination. AI-driven 

distributed cloud-based analysis systems, tools, searched selected valuation models, tailoring 

algorithms will identify peer jurisdictions and their data available on the cloud. Valuation 

analyses will be transformed via the AI-cloud identification of optimal Big Data and then 

analyses requested and conducted by the cloud services teams. More advanced AI-cloud good 

pricing proposals will be automatically completed on current proposals. 

Initial capabilities to allow government agencies, especially local ones, to turn data from 

complex transactions to guiding interfaces to test dynamic policy alternative developments 

including counterfactual scenarios are attainable within the next five years. Building on these 

from 2030 to 2035, building on cloud AI-coordinated public-private partnerships, full 
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capabilities will be implemented, keeping government data proprietary while disseminating 

relevant clean safe public knowledge. Lastly, fiscal impact analysis opportunities, analyses 

from advanced recommendations under community-based strategy, and policy disposition 

guidance will be made available using easily understood interfaces. 
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