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Abstract 

Support vector regression (SVR) is one of the most accuracy machine learning 

techniques. However, the performance of this method depends on the selection of 

its hyperparameters. In most of the research, Grid search algorithm was used to 

select these hyperparameters and consider this algorithm among the best 

algorithms. In this paper, crow search algorithm is used to select the best 

combination of hyperparameters and then use them in the SVR method. 

Experimental results, obtained by running on three datasets, show that the crow 

search algorithm is performance of SVR was better when using  the grid search 

algorithm in terms of prediction. In addition, it was demonstrated that the crow's 

search algorithm was better for its speed to obtain the best set of parameters. 

Alongside, By experimental results the crow search algorithm improving confirm 

the efficiency of the proposed algorithm in improving the prediction performance 

and computational time compared to other nature-inspired algorithms. 

Keywords: Support vector machine, Support vector regression, Crow search 

Algorithm. 

 

1. Introduction 

The SVR algorithm was developed in the 1960s in Russia by [1]. This algorithm is based on the 

statistical learning theory, and over the past three decades this theory was developed by [1-3]. Support 

vector machines consist of two main classes: Support Vector Classification (SVC) and Support Vector 

Regression (SVR). Both types passed through several stages until they settled on the model they are in 

https://www.researchgate.net/publication/350361124_Metaheuristic_Optimization_Algorithms?_iepl%5BgeneralViewId%5D=rUlnA81C1INF1GiPdXh8VZVfK2F3m00kmzUi&_iepl%5Bcontexts%5D%5B0%5D=searchReact&_iepl%5BviewId%5D=cN9n44Od4N08Uch3JRJbrsiEXbW0sAqUHbZF&_iepl%5BsearchType%5D=publication&_iepl%5Bdata%5D%5BcountLessEqual20%5D=1&_iepl%5Bdata%5D%5BinteractedWithPosition1%5D=1&_iepl%5Bdata%5D%5BwithoutEnrichment%5D=1&_iepl%5Bposition%5D=1&_iepl%5BrgKey%5D=PB%3A350361124&_iepl%5BtargetEntityId%5D=PB%3A350361124&_iepl%5BinteractionType%5D=publicationTitle
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today.[2] presented the Maximal Margin Classifier. Then a kernelized version was introduced using the 

kernel trick by[4]. This was followed by the Soft Margin version presented by[5]. Finally, the final 

version of Kernelized Soft Margin was stabilized, which is the combination of the three previous 

stages. 

SVM has been used in many areas.[6] proposed a new Procedure for selecting a descriptor for the 

QSAR classification model by adding a new weight within the L1 criterion. Experimental results from 

the classification of neuraminidase inhibitors for influenza A (H1N1) viruses clarified that the proposed 

Procedure in the QSAR classification model works effectively and competitively compared to other 

penalized methods. Also in classification, and  in Quantitative structure–activity relationship (QSAR) 

classification modeling, [7] suggested a two-stage classification approach is proposed by merge the 

minimum redundancy maximum relevancy criterion with the sparse support vector machine, and they 

show that the proposed method is able to effectively outperform other sparse alternatives methods. 

Also explain [8] a new selection of descriptors that truly affect biological activity and a QSAR 

classification model estimation method are proposed by merge the sparse logistic regression model 

with a bridge penalty for classifying the anti‐hepatitis C virus activity of thiourea derivatives. In cancer 

classification, [9] used a firefly algorithm, that is a metaheuristic continuous algorithm to determine the 

parameter in PSVM with SCAD penalty.  

The version of the regression SVM introduced by [10] instead of classification is called Support Vector 

Regression (SVR). Like the SVM classification, this regression model includes the hyperparameter and 

the Kernel trick. Then the SVM regression method was developed by[11]. 

The SVR method has recently been widely used by many researchers. [12] presented a study on RFID 

technology for positioning in indoor and indoor environments, in which the SVR method was used to 

improve the positioning accuracy of the LANDMARC algorithm. Whereas, Gaussian-Kalaman filter 

was used for noise resolution, positioning was predicted with SVR, thus improving positioning 

accuracy compared to traditional RFID positioning methods. [13] also presented a study on wastage in 

electricity in terms of generation, transmission and distribution, and accordingly analyzed the load data 

in electricity and predicted prices for consumers. The study included two models, the first is to predict 

the load of electricity and the second is to forecast the price of electricity. He improved the SVR 

method for predicting electricity prices, and this improvement was done by using a web search 
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algorithm to select the best combination of hyperparameters that he used in the SVR method. They 

explained that the improved SVR method performs better at predicting electricity prices. [14] presented 

a study on the evaluation of shallow lands slip, where the study was applied to an area in Turkey - 

Trabzon Province (northeastern Turkey) where the SVR method was used, and it was compared with 

the logistic regression model widely used in this field. They demonstrated that the SVR method 

performed better at identifying potential landslide zones in that region.[15] also presented a study on 

maximum power point tracking of Solar energy. They used SVR to improves the traditional perturb and 

observation (P&O) method. They demonstrated that the SVR method improved tracking accuracy 

while shortening the convergence time. They attributed this to the fast and accurate prediction obtained 

through the SVR algorithm. 

The SVM regression method has proven efficient in many areas. However, its efficiency depends on 

the selection of its hyperparameters. Many researchers have tried to define a certain pattern in selecting 

these hyperparameters, but there has not yet been agreement on a unified method for determining these 

hyperparameters. Many researchers justify this because the performance of the SVR method depends 

on the data being studied in addition to other factors [16]. In a study on chemical sensor arrays 

presented by [17], it was clarified that the performance of SVR depends greatly on the selection of its 

hyperparameters, and he used the grid search algorithm to determine the best combination of the salient 

parameters. Some researchers also explained that the performance of the SVR method depends on two 

issues, the first is how to assign hyperparameters to a specific data set, and the second issue is to 

increase the prediction performance by identifying features from a given input space [18]. [19] also 

showed that the overall performance of Regression SVM was better using the Vapnik’s   ε -insensitive 

loss function compared to the regression using ‘least-modulus’ loss (ε =0). Note that the SVR method 

was used with the parameters being selected directly from the training data. Also, [20]  proposed the  

opposition-based learning Harris hawks optimization algorithm (HHOA-OBL) to optimize the 

hyperparameters of the v-SVR with embedding the feature selection at the same time Recently,[21]  

used the black hole algorithm to optimize the hyperparameters of SVR. . [22] proposed a new hybrid 

algorithm and proposed particle swarm optimization to determine the tuning factor in PSVM. 

Through the foregoing, it is noticed that the SVR method is one of the good methods, but its 

performance depends on the selection of its hyperparameters, and it is also noticed that in most of the 

research and studies the grid search algorithm was used as a method to choose the best combination of 
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the hyperparameters and used in the SVR method, and this algorithm was compared and considered 

from The best algorithms for determining the best combination of salient parameters. 

Algorithms inspired by nature have been used in several studies and the efficiency of these algorithms 

has been proven with an optimal solution. These algorithms were used in selecting the best parameters. 

Where it was estimated several parameters of the non-linear Hirota-Satsuma coupled KdV system by 

using a hybrid between  the Modified Adomian decomposition method and the Firefly Algorithm [23]. 

Also presented [24] a hybrid algorithm between the statistical dependence and the binary dragonfly 

algorithm is presented, whereby the feature selection method in discrete space is modeled as a binary-

based optimization algorithm, guiding binary dragonfly algorithm and using the accuracy of the k-

nearest neighbors classifier on the dataset to verify it in the chosen fitness function. 

Also, to estimate the three-parameter gamma distribution, a particle swarm optimization (PSO) is 

proposed and then to estimate the reliability and hazard functions. Where concluded that the proposed 

estimation method is considerably consistent in estimation compared to the maximum likelihood 

estimation method, in terms of log likelihood and mean time to failure [25]. 

In addition,[26] used the Harris hawks optimization algorithm (HHOA) to optimize the hyperparameter 

of v-SVR, They show that the proposed algorithm gave better results than other methods, in terms of 

prediction, number of selected features, and runtime. [27] used grasshopper optimization algorithm o 

optimize the hyperparameters of the SVR. 

 In this paper, a crow search algorithm is used to find the best combination of hyperparameters. it has 

been proven that another algorithm has surpassed the grid search algorithm, which is the crow search 

algorithm, and this was done by applying to several types of data with high dimensions, and it was 

proved that this algorithm is more efficient than the grid search algorithm. The comparison was made 

by the standard square root of the mean squares of error, and the comparison was made by the time 

taken for each algorithm to select the best combination of the hyperparameters that were used in the 

SVR method. 

The rest of the paper is organized as follows: Section 1 included an introduction to SVM, its 

classifications, and researchers who worked on the class SVR. The second section introduces some 

details of the SVR method and the effect of its hyperparameters on its performance.  Section 3 
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illustrates the crow's search algorithm and the steps to accomplish it. Section 4 Explanation Section 5 

outlines the applications and the findings. Section 6 clarifies the conclusions. 

2. Support vector Regression 

As illustrated in Section 1, the SVM method is divided into two parts: the first is the classification 

method, which is symbolized by SVC, and the second is the regression method, which is symbolized 

by SVR. The SVR method is a support vector regression method. Whereas, SVR is one of the machine 

learning techniques, as it reduces experimental risks and reduces model complexity at the same time by 

building a predictive linear model [17] . 

The SVR approach is based on a loss function that ignores errors within the epsilon intensive range. As 

it relies on Kernel functions, it is considered a non-parametric method. SVR and SVC treat training 

data as follows: SVR relies only on a subset of training data because the cost function ignores any 

training data close (within a threshold) to predict the model, whereas SVC relies on only a subset of 

training data, because the cost function is not concerned with the training points that fall within the 

margin range[28]. 

The SVR approach can be described by the training data set which is: 

 

Where N is the size of the training data, and represents the feature vector. Also, represents 

the target value. From the function: 

 (1) 

SVR constructs a linear model after mapping training data to a high-dimension feature space in order to 

predict  by the function . Where  is the vector of weights, and is a high dimensional feature 

space that mapped the input space vector , and that is a bias [29]. Using the ϵ-insensitive loss function 

the error prediction is calculated, where the loss function is represented by the following formula[17]: 

 (2) 
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The aim of SVR is to find a value of no more than  for each of the points of resulting from the 

deviation of the function  from y, and at the same time this function is as flat as possible. This is done 

by minimizing the  in order to maximize the value of the margin, and this is what the soft margin 

method adopts. Thus the problem can be formulated as a convex optimization problem[17]: 

 (3) 

 

                                                                

The deflection of training samples outside the epsilon intensive range is measured by introducing non-

negative slack variables  [29]. In other words, these slack variables were introduced in order to 

withstand some training that fall outside the -insensitive tube. That is, it is a term that shows the 

difference between the output  values and the estimated value. The optimization problem becomes as 

follows [17]: 

 (4) 

  

 

The trade-off between experimental error and model complexity is through the parameter , where  is 

the penalty parameter and it is a regularization parameter [29]. 
 
is the tolerance error, and 

 
are 

positive slack variables that represent the lowest and highest excess deviation from the value  [29]. 

After transform optimization problem is into a dual problem, and by using the Lagrange equation and 

the Karush–Kuhn–Tucker (KKT) conditions. Thus, the solution is in the following equation, called the 

so-called support vector expansion function [16]: 

 (5) 
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Where are Lagrange multipliers. And  that is the Kernel function. Through the Kernel 

function, the calculation of the optimization problem is always in the input space rather than the 

mapping space, that is, a mapping space with a high dimension can be used [17]. In other words, the 

flatness of the function depends on the number of support vectors and does not depend on the 

dimensions of the input space[16]. In the case of linear regression, it is: 

 (6) 

In non-linear regression, the radial basis function (RBF) is used [18], which will be used in this paper: 

 (7) 

The performance and accuracy of SVR depends on good preparation of its meta-parameters which are 

 , as well as dependent on the parameters of the Kernel functions[17]. 

The parameter  defines the trade-off between model complexity (flatness) and the degree to which 

deviations greater than  are tolerated, where the goal is to minimize the empirical risk only, without 

concern for the model's complexity in formulating the optimization when the  value is very large 

(infinity) [19]. The higher value of the C parameter allows more support vectors to be selected, which 

increases the complexity of the model [17]. 

The width of the epsilon intensive region is controlled by the parameter , since the number of support 

vectors used in the formation of the regression function depends on the value of . Where less support 

vectors are chosen when large value of parameter  is chosen. Also, the function will be more flat, and 

the estimates will be more stable[19]. 

The parameter of the Kernel function shown in the equation (7) represented by , the effect of this 

parameter is strong on the model. The high value of this parameter leads to the model being restricted 

excessively. If the  value is very small, then the effect of the support vectors will be a very effective 

effect, and the complexity of the model cannot be controlled even through the parameter C, and this 

leads to the overfitting [17]. 

Thus, it is noted that each hyperparameter has a different effect on the SVR method, and an appropriate 

method must be chosen in order to choose a good combination of these hyperparameter in order to 

obtain good performance for the SVR method. 
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3. Crow search algorithm 

The crow search algorithm is a recent algorithm proposed by [30] Which follows the smart behavior of 

crows in terms of hiding food and stealing others. Recent studies have shown that crows are birds that 

have a high Intelligence, as they have large brains in relation to the size of their body, and they have 

passed a Mirror’s test of self-identification, in addition to having the ability to use the necessary tools 

during her daily activity[31], as well It has the ability to hide food in a specific place and refer to it at a 

later time within a period of time, which may be a later Season[30]. The basis of the work of crow 

search algorithm is that crows fly in a swarm and within a specific environment, that these crows hide 

their food in excess of their need in specific places and keep these places in their memories in order to 

restore this food when needed, these crows follow each other in order to steal food. 

Many researchers have explained the crow's search algorithms and their mechanism of work. In this 

section of this research, this algorithm will be clarified as follows: 

Assuming that crows fly within one swarm, let N be crows, and in the search area of d dimensions. In 

the crow search algorithm, there are several parameters that must be defined as follows,  It represents 

the length of the flight,  the possibility that a particular crow may be perceived as being followed, 

The memory in which crow i stores his food in the t-th iteration.  Represents the location of 

crow i in the tth iteration. Where 
. 

The crow search algorithm works by tracing a specific crow to another crow, which is randomly chosen 

to find the location of the hidden food for that crow. This process has two probabilities: 

The first probability is that the crow followed does not know that there is another crow followed, and 

therefore the first crow will know the location of the second crow's food, which leads to the update of 

the location of the first crow in its memory since the first location before the update is imposed 

randomly, the second probability it is represented by the knowledge and awareness of the second crow 

that it is followed by the first crow, which leads to the fact that the second crow will mislead the first 

crow so that the location of the hidden food belonging to the second crow is not known, and these two 

possibilities can be expressed in the following mathematical formula[32]: 

 (8) 
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Whereas, 
 
is a random number from the uniform distribution located between [0,1]. And that is the 

current position of crow i before updating on iteration t, and that is the new position of crow i after 

updating on iteration t + 1. On this basis, crow positions i can be arranged within the area of a search 

environment with a d dimensions at the iteration t as follows[33] 

 (9) 

Also, a vector for crow's memory i can be arranged, in which the best place to hide food is kept within 

the area of a search environment with d dimensions when it is iteration t as follows[31] : 

 (10) 

Several researchers described the crow search algorithm as sequential steps, which can be illustrated as 

follows[34]: 

1- Randomly create site for swarm of crows, let N be in the search area. 

2-Crows site evaluation. 

3-nitialize the memory of each crow. 

4-If the upper iteration limit is not reached, do 

5-Let it be i = 1: N and for all crows 

6-One of the crows is randomly chosen, and the crow is j 

7-Generate  

8-If it is then 

9-
 

10-Else 

11-  

12-check how feasible value of is 
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13-calculate the new position of each crow 

14-update the memory of each crow 

15-end 

4. Crow search algorithm in determining SVR hyperparameters 

In this section, the CSA-SVR model will be described in order to determine the best hyperparameters 

that can be used in the SVR method. The mechanism proposed in this paper is the process of 

initializing parameters using the crow search algorithm, and then these parameters are used in the SVR 

method. As specific initial values are specified for the parameters of the crow's search algorithm within 

a specified range, where the flight length parameter is determined, the probability parameter of the 

crow's perception that it is being followed, the crow's memory parameter of where the food is hidden, 

and finally the location of the food, which is initially imposed randomly. And a range of values are 

specified for each of the penalty parameter C, the epsilon parameter  and the parameter of the Kernel 

function , where the Radial basis function will be used. Then these parameters are entered in a 

frequency within a predetermined maximum. The best combination of these hyperparameters is 

obtained for use to train SVR to obtain an accurate prediction. 

This mechanism can be described in the following steps: 

1- The data is initially divided into the training group and the test group. 

2- Determination of values for the parameters of the crow's search algorithm: the parameter of the 

flight length, the parameter of the probability of the crow's perception that it is being followed, 

the parameter of the crow's memory of where the food is hidden, and the location of the hiding 

of the food, which is initially imposed randomly. The size of the swarm, N crows, which is the 

size of the population. 

3- Determine the maximum iteration, tmax=100. 

4- Start with the value of the penalty parameter C within a range of values, a maximum and a 

minimum, from distribution as uniform [0,1].  

5- Starting with the value of the epsilon parameter  within a range of values, a maximum and a 

minimum, from distribution as uniform [0,1] 
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6- Starting with the value of the Kernel function parameter  within a range of values, maximum 

and minimum, from distribution as uniform [0,1] 

7- Set the time taken to select the best combination of hyperparameters using the crow's search 

algorithm. 

8- Start applying the crow search algorithm and according to the values of the specified 

parameters. 

9- Go to step 9 if the maximum number of iterations is exceeded, otherwise return to step 4. 

10- After determining the best combination of the hyperparameters from step 9, it is used to train 

the SVR. 

11- The model obtained from step 10 will be used for prediction. 

 

5. Data Sets 

Three datasets from the UCI Repository were used, which are described in Table 1. Both grid search 

and crow search algorithms were applied with the same settings for the values of the hyperparameters, 

and after obtaining the best combination of hyperparameters from each algorithm, they were used in the 

SVR method for each algorithm with computing the square root of the mean squares error of the 

training and test data. The time taken was calculated for each algorithm. This process was performed 

10 times, each time 100 iterations were used to test the proposed method.  

In order to compare the two algorithms accurately, Table 2 shows the average of ten times that 

were performed for each group of data. 

Table 1:  Description of the datasets used. 

Dataset Dataset Name #Samples #Features 

Dataset 1 Melting Dataset 60 635 

Dataset 2 Flu Dataset 108 2436 

Dataset 3 Ipc50 Dataset 65 2541 
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6. Results and discussion 

In this section, a model was trained using the SVR method when entering a combination of 

Hyperparameters obtained using the crow search algorithm, and then this performance was compared 

with the performance of the same method, but using another combination of Hyperparameters obtained 

using the grid search algorithm. The SVR method and the two algorithms were applied to three sets of 

data, and the criterion square root mean squares error was used for the training data and the test data to 

compare the two algorithms. The time taken for each algorithm was also calculated for comparison 

between them. A range of values for each Hyperparameters was used and entered into each algorithm 

in order to test all possible combinations between these Hyperparameters, and then choose the best 

combination to apply to the SVR method. 

The parameters of the crow's search algorithm were determined based on previous studies, where 

the[35] in its study provided parameter values through which the best results could be obtained. Where 

he determined in his study the effect of the maximum repetition on the optimal solution, as he 

explained that the optimal solution was obtained at the 250 iteration, while the high iterations the 

algorithm was consuming a long time to obtain the optimal solution. He also showed that the value of 

the parameter of the best flight length was at 2. The parameter of Awareness probability was the best 

value at 0.1, and the best value for the size of the swarm (population) was 50. Also [31] specify the 

parameters of the crow's search algorithm by using the value of 2 for the flight length parameter, 0.1 

for the Awareness probability parameter, and 30 for the swarm size (population). Also,[36] specify the 

parameters of the crow's algorithm by using the value of 2 for the flight length parameter, 0.1 for the 

Awareness probability parameter, and 20 for the swarm size (population). Determine [37] the 

parameters of the crow's search algorithm by using the value 2 for the flight length parameter, 0.1 for 

the Awareness probability parameter, and 20 for the swarm size (population). 

In this study, the same values used in previous studies were used, where we drew the RMSE values for 

each repeat and it was noticed that it stabilized at approximately 60 repetitions, so the maximum 

frequency was determined to be 100. A range of values (0.1-2) was also used for the flight length 

parameter. 0.1 for the Awareness probability parameter, and 50 for the (population) swarm size. 

The range used for the Hyperparameters  was within the period (1-10) with an increment of 1, and the 

range for the parameter  was within the period (0.1-1) with an increment of 0.1, while the parameter of 



Mathematical Statistician and Engineering Applications 

ISSN: 2326-9865 

 
1419 

 
 

Vol. 71 No. 3 (2022) 

http://philstat.org.ph 

 

 

 

the Kernel function was within the period (0.1-1) with an increment of 0.1, where the kernels radial 

basis function (RBF) was used. Three data sets (Melting Data, Flu Data and Ipc50 Data) are used and 

they are of different dimensions. Each set of data two algorithms, grid search and crow search, were 

applied, with the same range specified for the hyperparameters. After each algorithm was selected for a 

specific combination of these hyperparameters, there were applied to the SVR method. 

Tables 2, it is noticed that the value of the RMSE Train criterion and the value of the RMSE Test 

criterion were less for the crow search algorithm compared with the grid search algorithm for the three 

data sets: Melting, Flu and IPC50. 

 Table 2: Ten times (on average) based on training and test datasets. 

Datasets Algorithm RMSE Train RMSE Test 

Dataset 1 
Grid 36.7320± 14.16 51.1393± 4.89 

Crow 30.7852± 19.35 50.7240± 4.86 

    

Dataset 2 
Grid 0.5530± 0.124 1.1798± 0.076 

Crow 0.4271± 0.15 1.1597± 0.069 

    

Dataset 3 
Grid 0.2837± 0.242 1.1387± 0.369 

Crow 0.2061± 0.0869 1.1250± 0.084 

 

The length of time to find hyperparameters is plotted for each algorithm. Therefore, from Figure 1, the 

crow search algorithm was distinguished from the Grid search algorithm because the time it took to 

select the best combination of the hyperparameters was less than the grid search algorithm, and this can 

be seen in Figure 1. 
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It can also be observed from Table 3 the average time spent for the two algorithms, as the crow search 

algorithm has outperformed the Grid search algorithm by having less time than the Grid search 

algorithm. 

Table 3: Average time taken for the two algorithms, per minute. 

Datasets Algorithm The average time in second 

Dataset 1 
Grid 3548.131 

Crow 2676.517 

   

Dataset 2 
Grid 11070.6 

Crow 4491.177 

   

Dataset 3 
Grid 24855.2 

Crow 17981.18 

 

Also, a significant test of the time taken to find the best combination of the Hyperparameters of the two 

algorithms was performed. The test was significant and the result was shown in Table 4. 
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7. Conclusions 

In this paper a proposal is made to use the crow search algorithm to select the best combination of 

hyperparameters and then use it in the SVR method instead of using the grid search algorithm. 

Comparison of the two algorithms was done using the RMSE Train and RMSE Test criteria. The 

results showed that the crow search algorithm had a lower value for the RMSE Train and RMSE Test 

criteria compared to the grid search algorithm. The process was performed 10 times and the crow 

search algorithm had lower values for the RMSE Train and RMSE Test criteria in a part of these times, 

while the grid search algorithm had lower values for the RMSE Train and RMSE Test criteria in 

another part of these times. Therefore, in order to definitively determine the best algorithm, the average 

values obtained from these ten times and for the three sets of data were found. It is through these 

values, the crow search algorithm outperformed the another nature-inspired algorithms by having the 

lowest value of the RMSE Train and RMSE Test criteria.  

Moreover, the crow search algorithm was distinguished from the grid search algorithm in that the time 

it spent selecting the best combination of hyperparameters was less than the grid search algorithm. In 

addition, the time significance test was positive, meaning that there was a significant difference 

between the algorithms with respect to time. 

Thus, it can be said that the crow search algorithm has outperformed the grid search algorithm in terms 

of choosing the best combination of hyperparameters that can be used in the SVR method; it also takes 

less time compared to nature-inspired algorithms. It is clear that the proposed algorithm is a promising 

algorithm for improving SVR performance due to its ability to reach the solution faster and with the 

best solution. This algorithm can be applied to other real applications.  

 

 

Table 4: Time t-test for two algorithms 

p-Value t-test Datasets 

0.000 11.026 Dataset 1 

0.000 10.34 Dataset 2 

0.000 6.493 Dataset 3 
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