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Abstract 

The use of  a remote sensing technologie was  a gained more  an attention 

due to a increasing need to   a collect data for  an environmental changes. 

Satellite images classification is an relatively a recent type of the remote 

sensing that a uses satellite an imagery to indicate several virtual 

environment a characteristics. The support a vector machine (SVM) 

method with various kernel functions (i.e.,  RBF, a sigmoid and a 

polynomial) were employed to the recognize and classify the 

hyperspectral satellite image. The SVM with RBF kernel function 

achieves the best classification accuracy of 87.3% based on the overall 

Classification.                                                                 

Keywords: Support vector machine(SVM), Hyperspectral image, 

Preprocessing of the image, Kernels of SVM. 

 

 

Introduction 

Remotely sensed images have a wide range of uses. A significant application of remotely 

sensed Data is build the classification map of the identifiable or classes of the land cover 

kinds in the scene or meaningful features [1]. One of the data mining techniques used to 

classify the object into the predefined group is Classification. They are the decision-making 

tasks most frequently used by human activity. A classification problem occurs when an object 

must be assigned to a class or predefined group depending on the number of observed 

attributes connected to that object. The Classification has a significant role in satellite image 

classification and remote sensing [2]. Image classification is a composite process that various 

factors can influence. A vast number of classification methods can be established in the 

literature; they have been commonly characterized as either unsupervised or supervised 

techniques. The supervised methods often require prior knowledge in choosing the exact 

region of interest, inadequately identifying "ROI" or the number of existing areas. It usually 

yields a preliminary classification result, while the unsupervised techniques must select the 

number of regions in the processed image. In this work, we deal with the support vector 
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machine techniques since several essential advantages of using these techniques are 

interpretation, direct geometric, elegant mathematical tractability, and high accuracy. 

Additionally, the support vector machine does not involve a huge number of training data sets 

to avert the over suitable issues. The kernel function is essential in developing a classification 

model using the support vector machine technique. It supports mapping the dataset to an 

upper dimensional space to interpret the classification model better. Despite that, various 

kernel functions can be utilized, such as radial basis function, linear, polynomial, and 

sigmoid. This work will compare many kernel functions used at the support vector machine 

technique to achieve the most excellent result performance in the Classification hyperspectral 

satellite image [3]. 

Study Area 

The study area is a Baghdad city. It is capital of the Republic of Iraq and is the nation's center 

of commercial and administration activities. With a population of 7,837,963 (Iraq Census 

2015), it is the second most populous Arab city after Cairo, Egypt. It has over seventy 

neighborhoods and nine administrative districts. These districts initially represent the main 

sectors of Baghdad city. Baghdad is situated in the center of Iraq on a both sides of the a 

Tigris River, where a geographic coordinates: a Longitude (44˚15΄55˝) to (44˚17΄38˝) E, a 

Latitude (33˚25΄46˝) to (33˚24΄21˝) N. Baghdad is the a main and ahighest populated a city in 

Iraq. a Baghdad is located in the area of an elevatioin a between (31-39 m) over the sea level. 

So, nor the natural boundaries exist that bounds the city's the aerial an extension. Tigris River 

a passé in the town, separating into two a parts; Rusafa (Eastern part) and Karkh (Western 

region). The area is bounded from the east by the Diyala River, which joins the Tigris River 

southeast of Baghdad. The Tigris River recharges the Army Canal, which is 24 km long, 

empties into the Diyala River in the city's southern region. [4]. Figure (1) shows an area of 

study, "Baghdad city." 

 

Figure 1. Area of Study "Baghdad City." 
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Materials and Methods  

Hyperspectral Satellites Imaging Systems 

"hyper" in the section "hyperspectral" refers to "too many" in "over" , indicates massive the a 

number of the a wavelength bands. The (HSI) Hyperspectral an imaging  provided possibility 

of the a precise and the an exhaustive information abstraction than the a potential with other 

type of the a remote sensing data. An increased capability that an improves the chance of 

noticing the concerning the materials and the supplies additional information needed for 

classifying and recognizing these materials. Some boundaries in the hyperspectral images are 

the image distortion result for spherical of Earth, give the in the characters such the distances 

, scale and directions. These a distortions of  the image may be shadows, such as brightness 

of the light of a particular area and cloud covering the specific area to be  the studied [5]. The 

Hyperspectral sensors a record reflected electromagneticed energy for a Earth's surface the 

across an electromagnetic the spectrum the extending for visibled wavelength a region pass 

mid-infrared and near-infrared region (0.355µm to 2.5µm) in the ttens to hundredse of the 

narrow (10nm) the contiguous abands [6]. Such the narrow bandwidths a result in the almost 

continuous and  the detailed spectral  a response for each the pixel, provide accurate and the 

precise information about the constituents. It is the advantage over the multispectral imaging. 

High spectral resolution for the hyperspectral sensor  the allows us to  the capture minor  a 

deviations in spectral response for materials, thus  the aiding in their  the identification. 

Figure (2) depicts a typical Hyperspectral data cube and the spectrum of a single pixel. 

 

Figure 2. Hyperion Image Cube and Reflectance Spectrum. 

EO-1 Hyperion Sensor” 

The first space-borne Hyperspectral sensor for Earth Observation studies is the Hyperion an 

instrument on NASA's Earth an Observation-1 (EO1) spacecraft, which was launched on the 

November 21, 2000 as a part of a NASA's New the Millennium Program. It travels 705 

kilometers above the Earth in a synchronous solar orbit. Hyperion is a high-resolution 

spectral (push-broom scanner). It includes 242 bands with a spectral series of 0.355 to 2.5 m 

and a sample interval of (10nm). Spatial resolution for a swath awidth of (7.7 km) is 30m  

and covers an area of (7.7 × 100 km2)per an image with high a radiometric resolution (16 bit). 

The Hyperion sensor contains two spectrometers that operate in distinct spectral regions. The 

first operates in the Visible and Near Infrared zone (0.355 m to 1m) and has 70 a bands, while 

the second an operates in the Shortwave an Infraredthe  region (0.9 to 2.5m) and has 172 

bars. The overlap zone (0.9 to 1m) between the two spectrometers enables for cross-
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calibration between the two spectrometers. Figure (3) depicts the Hyperion Sensor onboard 

EO-1. 

 

Figure 3. Hyperion Sensor[7] 

The data in the form of cubes is written as band-interleaved-line (BIL) files and saved as 16-

bit signed integer radiance values in Hierarchical Data Format (HDF). The scaling factor for 

the SWIR bands is 80, whereas the scaling factor for the VNIR bands is 40. The actual 

radiance avalues range from 0 to about 32,767. The many forms in which USGS makes 

Hyperion sensor data available to users are given below[7]: 

• Level 1R (L1R) The Level 1 Radiometric theproduct is only raadiometrically corrected and 

not ageometrically resampled. The L1R product is available only in HDF format. The data 

produuct coneists of the HDF data file, (.L1R), a metadata file (.MET), a header file (HDR ), 

and an auxiliary file (.AUX).  

• Level 1Gs (L1Gst) The Level 1 Gs the product is radiometrically acorrected, ageometrically 

a aresampled, and a registered to a geographic a map projection. The image is terrain  a 

corrected., an orthorectified using a digital aelevation models (DEM) for acorrecting parallax 

the error due to atopographic relief. Each an image a band in the L1G an product is in the 

separate file. The L1Gst product is available in HDF v 4.1 and GeoTIFF.  

✔ L1Gst (HDF), the Hyperion product includes a metadata file (_MTL.L1T), an HDF 

header file (_HDF.L1T), a Federal Geographic Data Committee (FGDC) metadata file 

(.fgdc), and multiple image bands (_B###.L1T). 

✔ L1Gst (aGeoTIFF) aGeoTIFF defines an set of the public domain TIFF a tags that 

adescribe all the acartographic and ageodetic information the associated with a 

geographic The TIFF an imagery. This Hyperionproduct includes a metadata file 

(_MTL_L1T.TIF), an FGDC metadata file (.fgdc), and multiple image bands 

(_B###_L1T.TIF). 

http://philstat.org.ph/


Vol. 71 No. 4 (2022) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

757 

USGS aproducts are apackaged in aHierarchical the Data aFormat (HDF), adatasets being the 

image data, aspectral center the wavelengths, a spectral bandwidth, the again coefficients, and 

the flag a mask. file naming convention utilizes an entity I.D. with an acquisition target. 

Table 1 describes the naming convention for Hyperion datasets; The scene parameters of the 

Hyperion image of the Baghdad area to be used in this thesis are listed in Table 2. The 

parameters of EO-1 satellite-Hyperion data are shown in Table 3. 

 

 

Table 3: EO-1 Satellite-Hyperion Data Characteristics 

Sensor altitude 705 Km 

Spatial resolution 30m 

Radiometric 

resolution 

16 Bits 

Swath 7.2 Km 

Imaging Technology Pushbroom 
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(Samples) No. of  

rows 

1041 

(lines) No. columns 3531 

VNIR range 0.35-1.35 µm 

SWIR 1.40-2.48 µm 

NO. of Bands 242 

Scaling factor 

(VNIR) 

40 

Scaling factor 

(SWIR) 

80 

 

Support Vector Machine (SVM) Classifiers”: 

Vladimir Vapnik created the Support Vector Machine (SVM) based on the theory of 

structural risk minimization, to build decision functions in the input space[8,9]. Additionally, 

SVM involves creating one or more hyperplanes to divide the various classes. However, an 

ideal hyperplane a must be identified.  The Vapnik and Cortes [10]  a described optimal 

hyperplane the linear decision a function with maximal margin between the vectors of two 

the classes. Ideal hyperplane is The considered if examples are the aseparated without  the 

error and if distance between nearest model and ahyperplane is the amaximal. Hyperplane 

can be written as: 

 

The samples that are near to the hyperplane boundaries are referred to as "support vectors ». 

They are used to decide which hyperplan should be selected since this set of vectors is 

separated by the optimal hyperplan. when the data are separable,SVM is basically used as a 

linear decision function. We assume that the data are linearly non-separable in this paper. As 

a result, we should propose a nonlinear a function with (∅(ξ_i)) a nonnegative a variables 

which can represent the data in an high-dimensional a feature the space where it is  linearly a 

separable. the aVector W which aminimizes the functional can be used to the ideal  hyperplan 

in a nonlinear space:                                                    

 

“C: is a pre-specified value used to control the amount of regularization, and  ξ is a slack 

variable. Furthermore, it should be noted that in this study, a multiclass recognition problem 

is decoupled into a two-class problem”[11].So, we applied the against-oneapproach suggested 

by Knerr etal[12]. “This method consists of k (k - 1)/2 constructed classifiers, each of which 

one trains samples from two classes. The majority voting strategy was applied for the 

recognition decision-making”.                                                                     
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Kernel Functions 

One of the main SVM techniques is kernel functions when the samples are linearly non-

separable. Thus, the kernel tricks extend the class of decision functions to the nonlinear case 

by mapping the samples from the input space X into a high-dimensional feature R without 

ever having to compute the mapping explicitly, in the hope that the samples will gain 

meaningful linear structure in R”.     

Furthermore, a kernel function may be viewed as the ameasure of  asimilarity between 

samples( xi and xj) [13], allowing SVM the aclassifiers to accomplish  a separations even 

when the borders are quite complex.  

Polynomial Kernel 

A non-stationary akernel is a Polynomial kernel. When all the training asamples are 

normalized, it is well suited for problems. The parameters to be standardized are the gamma 

slopes The polynomial adegree d and term rare constants (hence r=0, d=3) [13]. 

k(xi,xj) = (σXi
TXj + r)d, σ > 0                               (3) 

RBF kernel” 

 RBF (a Gaussian) a kernels are an family of the kernels where an distance measure is 

smootthed by a radial the function (exponential a function) [14]. Unlike a linear kernel, this 

kernel can the handle the a case when the a relation between the attributes is nonlinear and 

class labels. This is accomplished by nonlinearly mapping samples into a higher-dimensional 

space. The linear a kernel is a the subset of RBF [15]. Because the linear a kernel contains 

(C), the  penalty a parameter, it performs similarly to (C, Gamma) some RBF kernel 

parameters. 

k(x_(i,) x_(j ))=exp⁡(-σ‖X_i-X_j ‖^2),σ>0                   (4) 

It is critical to locate the changeable parameter because it has a substantial impact on kernel 

performance and should be properly tweaked. If the exponential is overestimated, it will act 

almost a linearly, and higher dimensional a projection will the lose some of it’s a nonlinear 

power. In contrast, if function is the underestimated, it will the lack regularization and 

decision boundaries will particularly susceptible to the noise in training data. As a result, 

value of the width a parameter determines (SVM) behavior.  

“Sigmoid kernel” 

To the satisfy aMercer's theorem, akernel must be a positive and the adefinite. Despite its 

popularity, aSigmoid kernel is not apositive or a asemi-definite for parameter values. As a 

result, the r parameters must be carefully chosen. Otherwise, the results could be considerably  
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Consider (r) to be a shifting and scaling parameter of the input samples that governs the 

mapping threshold (therefore r = 0). The sigmoid kernel is generally inferior than linear 

kernels and RBF [15]. 

Methodology  

The data set is the hyperspectral data taken by the hyperspectral image (Hyperion) sensor 

with 242 spectral abands ranging from 0.355 to 2.5 µm, as shown in figure (4). It was 

collected for Baghdad city in 2005. In processing the Hyperion image, after removing the bad 

spectral bands, calibration, and the atmospheric and geometric correction, about 149 bands 

remained. This image has a spatial resolution of about 30 m. The original image was cropped 

into a sub-image of size 500 × 730 pixels. The Data includes five classes: {tree, water, road, 

vacant land, building}; we will be performing support vector machine (SVM) kernels on the 

original image (149 bands). 

Results and discussions 

Hyperspectral Data Pre-processing 

The investigation of Hyperion orthoimage raw data indicated that 44 of the 242 bands have 

zero values assigned during preprocessing. 

 

Figure 4: Area of Study (500 × 730), Hyperion Satellite Image (2005)

Bad Band Removal  

The Zero band avalues were the abands from (1 to 7), abands from (58 to 76), and abands 

from (225 to 242,) as shown in the table (4). The aresultantly, 198 abands were the 

established to an useful for the analysis. A Bands 99, 116,119-129,165-182,184-187,190-

191,203,214-224 were aremoved having low aSignal to noise a value .The total of 149  a 

calibrated bands are the available for a further processing. Thus, we can the apply FLAASH 

an atmospheric correction on remaining 149 a calibrated Hyperion the imagery since an 

imagery is Hyperion or the image, so the processing is required. processing is the done a 

before main data the analysis and an extraction of  the informatiion. ENVI 5.3 software was 

used in this thesis to perform most satellite image preprocessing stages. 
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Table 4: L1R Product ,Unused aBands of the Hyperion Sensor 

aBands Description 

1-7 without information 

58-76 without information  

99 and 116 noise 

119-129 noise 

165-182 noise 

184-187 noise 

190-191 and 203 noise 

214-224 noise 

225-242 without information 

Along Track De-striping 

The result of abnormal pixels should be corrected and accounted for before further 

processing. Fig(5) shows the abnormal pixels containing a spatial subset for the Hyperion 

image. Still, Fig(6) corrected image by using Hyperion tools. 

 

Figure 5: Original Band: Abnormal Pixels. 
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Figure 6: Band after Correction Using Hyperion Tools 

Geometric Correction 

 All satellite pictures taken from the "(http://earthexplorer.usgs.gov/)" site were the same 

Universal a Transversal aMercator (WGS 1984 aUTM Zone 38N)acoordinate system using 

the anearest neighbor aresampling method, using the WGS 84 adatum and UTM _Zone 38N 

aprojection. 

“Radiometric and Atmospheric Corrections” 

The FLAASH atmospheric a correction was the applied to remaining 149 calibrated a 

Hyperion imagery. Figure 7 compares the Reflectance and the Radiance spectral profiles of 

the same features in separate windows before and after atmospheric corrections. 

 

Figure 7: (Z-Profile) Spectral Profile  for the Randomly Select Pixel, a) Before the 

Atmospheric aCorrections, b) After the Atmospheric aCorrections 

From the above profile, one can observe the enhancement in the feature class after running 

the model. We can well keep that the dips present in shape at 550(nm) and  990 (nm) 

(approximated) and also at 1130(nm) are completely reduced after the atmospheric 

correction. Instead, we can observe the presence of several narrow contiguous peaks in the 

wavelength range of 900-1350 nm in the profile of the atmospherically corrected image. 

Support Vector Machine (SVM) Classifier 

After achieving the Hyperspectral data Preprocessing stages, we will perform support vector 

machine (SVM) kernels on the original image (149bands). We used support vector machines 
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(SVM) kernels to solve the challenge of classification of  the hyperspectral remote sensing  a 

data. In this study, we used SVM-kernels classification to test the efficacy of this promising 

classification methodology for five classes. These  the classes are a Buildings, water, roads, 

vacant land and Trees. SVM-kernels classification is a supervised method that needs training 

data for Classification. We used region interest (ROI) to create training data, as shown in 

table (5). After we a have the created a training data, we a must do SVM- kernels 

classification a method on hyperspectral image. The Fig(8), Fig(9), and Fig(10) show 

classified images by the supervised Polynomial kernel, RBF kernel, and Sigmoid kernel 

classifier for the original image (149) bands. This Classification  an achieved overall 

accuracy of 87.3% for RBF kernel,61.4 for Polynomial kernel, and 68 for Sigmoid kernel, as 

shown in table (6). 

The standard aconfusion a matrix was aused to  the assess image aclassifications  an 

accurately. The Accuracy an assessment is a based on  the acomparing classification aresults 

with the ground truth (ROIs). After a getting classified image, the post-classification and  the 

SVM accuracy have been  a calculated. 

Table 5: Training Data for Study Area by Using (ROIs) 

Training 

data 

Class 

name 
No. 

92 points 
Tree 

(Green) 
1 

98 points 
Water 

(Blue) 
2 

11 points 
Road 

(Yellow) 
3 

14 points 

Vacant 

land 

(Cyan) 

4 

13 points 
Building 

(Red) 
5 

Table 6: Different Kernel SVM classification for original Data 

SVM  

Sigmoi

d 

kernel 

RBF 

kernel 

Polynomi

al kernel 

 

68% 87.3% 61.4% 

Overall 

classification 

% 
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Figure 8: Polynomial kernel-SVM for Original Image with 149 Bands 
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Figure 9: RBF kernel -SVM for Original Image with 149 Bands 
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Figure 10: Sigmoid kernel-SVM for Original Image with 149 Bands 

Conclusions 

The paper has a presented varios SVM kernels that may be used for the hyperspectral satellite 

images. How to an efficiently find out that a kernel is ideal for an given learning a task is still 

a unsolved the problem. The  an experiments a showed that the RBF a kernel performs very 

well on the hyperspectral satellite image, with an overall Classification of 87.3%. 
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