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Abstract 

Many social websites and android applications is flooded with user 

reviews and data in this modernized world. Every enthusiastic social 

person tends to express his or her views in form of comments and this is 

referred as sentiments. These comments not only express the peoples’ 

view but also able to know in depth knowledge mostly in case of any 

social media. Generally, these comments/reviews present in text format 

are unstructured in nature and hence text preprocessing technique is 

applied in prior to analysis. Natural language Processing is used to get the 

sentiments (positive, negative, neutral) with many feature extraction 

techniques. This paper analyses the Amazon product reviews with most 

popular feature extraction techniques and classification using machine 

learning approach for word and n-gram sentiment analysis levels. Term 

Frequency-Inverse Document Frequency (TF-IDF) with pruning is used 

for feature extraction and sentiment analysis then data mining decision 

tree based Random forest algorithm with feature weights is applied for 

sentiment classification. The work is implemented Rapidminer tool and 

suitable evaluation measure is used for assessing the performance of 

existing and proposed. 

Keywords: Machine learning, Data mining, TF-IDF, Bag of Words 

(BOW), Random forest. 

1. Introduction 

Sentiment Analysis is the process to find the user centric opinion based on their experience. 

The main concept is to analyze the posted text by the user and to extract their feedbacks. 

Sentiment Analysis is used in any kind of social reviews such as healthcare, politics and 

movie industries, business, retail & wholesale, hotel industry etc. It is used to find out the 

quality of service (QOS). To perform the analysis, researchers are using various machine 

learning algorithms y to find out the result from people’s sentiment.  

1.1. Sentiment analysis approaches 

There are two main approaches shown in Figure 1, one is [1]  lexicon based and the other is 

machine learning based. The lexicon based is further divided into dictionary based and corpus 

based and the later is of two kinds statistical and semantic. 

1.1.1 Lexicon based 

This approach uses pre-prepared [2] sentiment lexicon that contains a word and 

corresponding sentiment score in order to score a document by aggregating the sentiment 

scores of all the words in the document. The dictionary of lexicons can be created manually 
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or automatically generated. Initially, lexicons are captured from the whole document and then 

WorldNet or any online thesaurus can be used to discover the synonyms and antonyms to 

expand that dictionary. To calculate any text orientation, adjective and adverb combinations 

are extracted with their value.  

 

 

 

 

 

 

 

Figure 1. Sentiment analysis approaches 

1) Dictionary based approach 

  A dictionary is created by taking a few words and can be refined by manual inspection 

periodically. An online dictionary, thesaurus or WordNet can be used to expand that 

dictionary till no new words can be added to that dictionary.        

2) Corpus based approach 

Corpus based finds sentiment orientation with context-specific words. Here, statistical 

approach considers positive, negative recurrence while the semantic approach assigns 

sentiment values to words by finding synonyms and antonyms to the appropriate word. 

1.1.2 Machine learning based With the help of machine learning supervised algorithms, [3] 

the tools are made to detect sentiments without human input by analyzing the emotions in 

text. The algorithms such as naive bayes, support vector machine, deep learning, decision tree 

the model is created. 

1.2 Sentiment analysis levels 

Sentiment analysis can occur at [4] three different levels namely document level, sentence 

level and aspect/feature level. In the document level, the sentiment is extracted from the 

entire review, and a whole opinion is classified based on the overall sentiment as positive, 

negative and neutral. In sentence level, the objective sentence has factual information, while a 

subjective sentence has personal feelings, views, emotions, or beliefs. In aspect/feature level, 

the object features is extracted  which is commented on by the opinion holder. 

2. Literature Review 

Sheikh Shah Mohammad Motiur Rahman  et al [5] presents multiple ways of evaluations on 

Large Movie Review Dataset to achieve highest accuracy for classifying the sentiment of 
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reviews. Two n-gram vectorization models - Unigram and Bigram individually were used 

with the features extraction method TF-IDF. Five ensemble machine learning algorithms 

namely Random Forest (RF), Extra Tree (ET), Bagging Classifier (BC), Ada Boost (ADA) 

and Gradient Boost (GB) were applied to determine which combination of vectorization 

models (Bigram, Unigram) along with feature extraction method (TF-IDF). From the 

observed results, it is noted that classifier ET gives the 100 % accuracy for all the 

combination and it is followed by RF with 99.5 % the least score was 80.5 % with ADA 

classifier. Also, all the classifiers gave improved results for the combination TF-IDF with 

Bigram for sentiment classification. But, Text preprocessing is not carried out also neutral 

review is ignored. 

Ravinder Ahuja   et al [6] analysed the impact of two features TF-IDF word level and N-

Gram on SS-Tweet dataset of sentiment analysis. Six classification algorithms such as 

Decision tree, Support vector machine, K-Nearest Neighbor, Random forest, Logistic 

regression, Naive bayes were used for sentiment classification.  Initially text preprocessing 

tokenization, normalization, stemming, lemmatization, stop word removal and noise removal 

was carried out. The discussed classifiers with Bigram and word level feature extraction was 

applied and noted the highest accuracy was obtained by random forest with 51% accuracy 

and the least accuracy for K-Nearest Neighbor and Support vector machine with 46 % on 

both word level and Bigram. The overall analysis reveals that Bigram gives improved result. 

However, the accuracy seems to be very less. 

Bahrawi et al [7] conducted a sentimental analysis with Twitter data on six major US airlines 

with positive, negative and neutral using the Random Forest algorithm. In preprocessing, 

methods such as cleansing data, case folding, tokenization, stemming was carried out. To 

extract the feature or word vector TF-IDF method was used. Random forest algorithm was 

used to get the total number of positive, negative and neutral reviews on each airlines by the 

use of confusion matrix. The accuracy was obtained around 75.99%.  

Karthika et al [8] implemented Random forest algorithm to assess rating from the online 

shopping flipkart.com based on the aspects of the product. Four feature are selected from the 

dataset namely product ID, product name, brand name and rating. The work was also 

assessed with SVM algorithm. Five classes (rating 1-5) was observed and the algorithm was 

applied. From the results, it is observed random forest gives highest accuracy 97%. But, the 

classification is done without sentiment analysis. The review is not analyzed with the rating. 

Yassine AL Amrani  et al [9] proposed a hybrid method based on Random forest (RF) and 

SVM for  sentiment analysis on Amazon dataset. Initially, the dataset was preprocessed using 

text processing methods such stop word removal and tokenization that transform sentence to 

word. These words are formedto word vectors with Bag of Words using matrix. The work 

was assessed with hybrid method RFSVM and individual classifier RF, SVM and found the 

hybrid one outperforms the individual one with 83% accuracy. However, the accuracy should 

be improved. 
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Shoffan Saifullah  et al [10] compared machine learning algorithms for Sentiment Analysis in 

Detecting Anxiety on COVD-19 data. The machine learning methods implemented include 

K-NN, Bernoulli, Decision Tree Classifier, Support Vector Classifier, Random Forest, and 

XG-boost for negative and positive data. TF-IDF method is used in prior to calculate the 

weight of each word. Among the classifiers Random Forest gave highest accuracy 84.99 %, 

but while it was combined with TF-IDF the accuracy was 82.63% hence it should be taken 

into consideration. 

Suhasini  et al [11] elucidated the Machine Learning classification approaches SVM with 

different feature extraction techniques to obtain a text analysis on detection of Fake News in 

Twitter Data using TF-IDF, n-grams. In preprocessing, letter casing, stop word removal, 

tokenizing, lemmatization was done. The proposed method applied SVM with the 

combination of TF-IDF and Bigram and proved with 90% accuracy. The accuracy was higher 

than SVM with TF-IDF and SVM with n-grams. However trigrams can be tried to further 

improve the accuracy.  

3. Methodology 

3.1 Existing methodology 

The existing works [5] [6] applied text preprocessing techniques such as tokenization, 

normalization, stemming, lemmatization, stop word removal and noise removal. For feature 

extraction TF-IDF with bi- gram was used. Then Random forest algorithm with 100 trees was 

constructed for sentiment classification. But in this work the accuracy seems to be very low.   

3.2 Proposed methodology 

This work proposes TF-IDF [12] for word vector creation. Bi-Gram and Tri-Gram is used for 

sentiment analysis. Bag of Words (BOW) is created to get the frequency of word used and 

presented in word cloud form. Finally, random forest with feature subset based on weight is 

used for sentiment classification. 

3.2.1 TF-IDF with pruning by rank 

Frequency and words with a frequency less than 0.3 and higher than 1.0 will be pruned i 

order to get the most frequent word. This prior pruning ease the process while creating word 

vectors. 

TF-IDF (Term Frequency-Inter Document Frequency) 

It is a numerical statistic that gives how important a word is to a document in a corpus. The 

TF–IDF in Eq.(1) is a popular weighting scheme and its value increases proportionally to the 

number of times a word appears in the document.   

TF-IDF is calculated as, 

TF − IDF(t, d, D) =  tf(t, d) . idf (t, D)                                                          (1) 
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Term Frequency - tf (t, d) is the relative frequency of term t within document d. 

The tf (t, d) in Eq.(1) is calculated as, 

tf (t, d) =  
ft,d

∑ ft′,d t′∈d
                                                                                    (2) 

Where, ft, d – count of a term in a document. 

The Inverse document frequency – idf (t, D) in Eq.(1) is a measure of how much information 

the word provides. 

idf (t, D) is calculated as, 

idf (t, D) = log
N

|{dϵD: tϵd}|
                                                                          (3) 

Where, N- total number of documents in a corpus (N=|D|) and {dD:td}| - number of 

documents in which the term t appears. 

3.2.2 Text Preprocessing 

Tokenization – The operator that breaks the whole document into sentence or to word by 

eliminating whitespace, punctuation, question mark, full stop etc.. 

Stopword removal - Generally articles and pronouns are classified as stop words. 

Stemming – Truncate a word to its base or root. 

n-Grams- A process to convert the whole sentence into sequence of words where n=1 means 

unigram i.e one word is extracted from the sentence, n=2 means bigram i.e a word with its 

frequent sequence of word in extracted. n is applicable to any number within a sentence. This 

work applies unigram, bigram, trigram for analysis. 

Filter token by length- The length is fixed as minimum 4 to maximum 25 letters to avoid very 

small word as it doesn’t provide enough knowledge. 

3.2.3 Classifier – Random Forest with Weight based Feature Subset (RFWFS) 

Initial process- Fine grained to general sentiment polarities 

The Amazon product review dataset has fine grained polarities starts from the value 1-5 

classes. To have a compact view, easy understanding, and for improved accuracy the five 

class dataset is transformed into three class (positive, negative, neutral) by using general if-

then expression as, 

If rating > 3 then sentiment 3 else if rating == 3 then sentiment 2 else sentiment = 1     

  ( 4) 
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Where, 3, 2, 1 refers to positive, neutral and negative respectively. Here, 3- the positive 

reviews has good views about the products, 2 has neutral statement with average opinions 

and 1 has negative statements.  

Weight based Feature subset (WFS) 

Weight is assigned to each attribute based [13] on the label and its associated entries in each 

attribute. The attribute with highest weight is considered more relevant. This method 

enhances the accuracy of the classifier as the analysis is carried with most relevant attribute 

only. 

Weight by Gini index- It is determined by deducting the sum of squared of probabilities of 

each class from one. The higher the weight of an attribute is considered as more relevant.  

Gini index is calculated as, 

Gini index = 1 − ∑(Pi
2

n

i=1

)                                                                      (5) 

Where Pi denotes the probability of an element being classified for a distinct class.  

Random Forest Classifier (RF) 

    It is based on decision tree. Generally, decision [14] tree model has high variance and 

low bias which can give unstable output also it suffers from overfitting. Random forest 

combined with ensemble method ‘bagging’ that overcomes these high variance, low bias 

and overfitting. During training, it creates multiple decision tree and the output is the 

class that is selected by most of the trees. The advantages include, the algorithm is more 

accurate than decision tree with ensemble model, it avoids overfitting , high variance and low 

bias, also handle missing values, suits for both classification and regression, and offers 

feature/variable importance. But the limitations is Large number of trees make algorithm too 

slow hence fixing number of trees is crucial, and  tuning of hyper parameters such as number 

of trees, maximum depth of tree, applying prepruning or pruning, criteria for splitting, voting 

strategy. 

Working Principle 

1. Choose k features from m features in the dataset. 

2. With the highest Gini index select the root node among m features. 

3. Split child node with class in the leaf for n times. Thus, forest is build with multiple 

decision trees. 

4. Perform boot strapping (bagging) by combining all the decision trees to get the best 

results. 

Algorithm of the proposed method RFWFS 
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Input        Amazon product review dataset 

Output     Bag of words (BOW) in cloud form, Classified data as  positive, 

negative and neutral. 

Step 1 Creation of sentiments with three polarities positive, negative and 

neutral from fine grained polarities as in eq. (4) 

Step 2 Weight based feature subset using Gini index as in eq.(5) 

Step 3 Text preprocessing with stemming, stop word removal, n-grams, filter 

token by length. 

Step 4 Feature extraction using TF-IDF with pruning as in eq. (1-3)  

Step 5 Apply Random forest classifier with Gini index split criteria, 50 trees, 

maximum depth of the tree with 8, subset ratio for node split with 0.3, 

and voting strategy with majority vote. 

Step 5 Performance assessment with classified dataset using the measures 

Accuracy, RMSE, Processing time. 

Step 6 Visualization of top 50 frequent words in word cloud form created 

from Bag of Words. 

Advantages of RFWFS – The advantages includes one more operator that prescribes the 

length (Filter token by length) of the word in Bag of words is used. Pruning is combined in 

TF-IDF that ease the filtering of words from the whole documents, weight based feature 

subset ease the classifier (Random forest) to have a good split based on Gini index. 

Minimized number of trees (50) in random forest classifier than existing that used 100 trees 

reduce the processing time. 

4. Results and Discussion 

4.1 Dataset description  

The Amazon review dataset is taken from the Kaggle repository [15] with twenty one 

attributes. After feature selection method it is reduced to ten with most informative attributes 

and one special attribute named as sentiment to change the five classes to three classes.  

The performance is assessed based on granularity model (the work is evaluated with range of 

data) and the range (500, 1000, 1500, 2000, 2500)  is selected from the complete 9000 

instances using stratified sampling. 

4.2 Performance measure 
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For evaluation, three types of measures are used accuracy in percentage, RMSE in range and 

processing time in minutes[16]. 

1) Accuracy – It is defined as number of correctly classified instances to the total number of 

instances. 

Accuracy =
Correctly classified instances

N
                                              (6 ) 

2) Root Mean Squared Error (RMSE) – It calculates the error by taking the difference 

between predicted data and observed data to the whole number of data points. The range is 

between 0-1, in where, the ‘0’ specifies the perfect model and the ‘1’ specifies the erroneous 

model. 

RMSE =  √
∑ (Predictedi −  Actuali )2n

i=1

N
                                                  (7) 

3) Processing time – The time taken to train and test the model. 

4.3 Results 

The application of Natural Language processing, sentiment analysis using machine learning 

approach with TF-IDF with random Forest Classifier is implemented in Rapidminer tool. The 

results is assessed for bigram and trigram for existing without feature subset and proposed 

with feature subset criteria in splitting the node. The results is assessed for variant range and 

the range is fixed with sampling technique. 

4.3.1 Sentiment analysis using Bag of Words (BOW) 

Bag of word is a creation of word vectors in where the words are listed with its frequency 

used in the documents in user reviews. The table may be presented in various formats such 

bar chart, word cloud etc. this work applies word cloud form and this analysis is useful to 

find the customer frequently used words for three type of polarities in sentiment analysis. 

 

Figure 2. Word cloud for word level sentiment analysis 
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Figure 3. Word cloud for bigram level sentiment analysis 

 

Figure 4. Word cloud for trigram level sentiment analysis 

Figure 2, 3, 4 shows the most 50 frequent terms in word level, bigram level and trigram level 

respectively in word cloud form for the three polarities in combined. It shows the sentiment 

trend with user terms. 

4.3.2 Performance analysis 

The performance is assessed for RF, RFWFS with accuracy measure in Table I. The work is 

evaluated in granularity based (range of data starts from 500 to 2500) and this is because the 

enormous word or sequence of word generation for even a small range. 

Table I. Granularity based Performance evaluation for Accuracy at Word, Bigram, Trigram 

levels 

Range RF - Accuracy in percentage RFWFS - Accuracy in 

percentage 
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Sentiment analysis Levels Sentiment analysis Levels 

Word Bigram Trigram Word Bigram Trigram 

500 80.35 84.21 85.33 84.55 87.12 89.22 

1000 81.16 84.96 86.12 86.59 88.16 90.31 

1500 83.02 86.25 88.52 87.47 90.01 92.12 

2000 84.21 88.01 89.41 88.12 90.14 93.01 

2500 85.95 90.12 92.03 90.12 92.36 94.80 

 

Figure 5. Granularity based Performance evaluation for Accuracy at Word, Bigram, Trigram 

levels 

From the Table I, Figure 5, it is observed the overall existing work RF for all the levels 

(word, bigram, trigram) has less performance than the proposed method RFWFS. The 

maximum accuracy for RF is 92.03, which is for 2500 data with trigram level. The proposed 

method highest accuracy is 94.80, which is for 2500 data with trigram level. In addition, it is 

noted the highest accuracy obtained is in the order trigram level, bigram level and in last the 

word gram level for both methods RF, RFWFS. The higher the range of data, the higher the 

accuracy. 

Table II. Granularity based Performance evaluation for RMSE at Word, Bigram, Trigram 

levels 

Range RF - RMSE in range between 0-1 RFWFS- RMSE in range between 

0-1 

Sentiment analysis Levels Sentiment analysis Levels 

Word Bigram Trigram Word Bigram Trigram 

500 0.149 0.125 0.115 0.121 0.112 0.098 

1000 0.142 0.121 0.106 0.098 0.101 0.078 
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1500 0.131 0.103 0.097 0.105 0.089 0.063 

2000 0.125 0.086 0.091 0.099 0.077 0.060 

2500 0.104 0.071 0.061 0.086 0.063 0.042 

 

  Table II, shows the RMSE value with three levels for RF and RFWFS. The lowest range 

means the good model and the highest range resembles the model with less accuracy.  

 

Figure 6. Granularity based Performance evaluation for RMSE at Word, Bigram, Trigram 

levels 

From the Table II, Figure 6, it is observed the overall existing work RF for all the levels 

(word, bigram, trigram) has less performance than the proposed method RFWFS. The least 

RMSE (good model) for RF is 0.061 and the proposed method least RMSE is 0.042, which is 

for 2500 data with trigram level. 

Table III. Granularity based Performance evaluation for Processing Time at Word, Bigram, 

Trigram levels 

 RF-Processing time RFWFS - Processing time 

Sentiment analysis Levels Sentiment analysis Levels 

Word Bigram Trigram Word Bigram Trigram 

500 0.78 0.93 1.01 0.41 0.62 0.75 

1000 0.98 1.12 1.39 0.55 0.78 0.91 

1500 1.01 1. 33 1.50 0.87 1.04 1.21 

2000 2.01 2.34 2.48 1.89 2.07 2.19 

2500 3.12 3.46 3.51 2.97 3.12 3.25 
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Figure 7. Granularity based Performance evaluation for Processing Time at Word, Bigram, 

Trigram levels 

Table III and Figure 7, shows the Processing time with three levels namely word, bigram and 

trigram for RF and RFWFS. It is observed the overall existing work RF for all the levels 

(word, bigram, trigram) takes high processing time than the proposed method RFWFS. It is 

also observed that trigram (word with number of sequence 3) takes more time than other 

levels. 

5 Conclusion 

Sentiment analysis is one of the Natural Language processing (NLP) applications that 

responds to user text and assign polarities positive, negative, neutral or with fine grained 

ratings as 1-5 or 1-10. The sentiment polarities are assigned in prior using Natural Language 

Processing and it is analyzed or classified using variant approaches. This work uses machine 

learning approaches for sentiment analysis and classification. For sentiment analysis TF-IDF 

with pruning by ranking is used and for classification random forest with weight based 

feature subset RFWFS is used. Top 50 frequent words regarding three polarities namely 

positive, negative, neutral is generated in the form word cloud and classification performance 

with the existing RF is assessed with the evaluation measure accuracy, RMSE and processing 

time for three level of sentiment analysis such as word, bigram and trigram. From the overall 

observations, it is noted the proposed RFWFS gave high accuracy, less RMSE for trigram 

level sentiment analysis with high range of data. It is also noted in all the three level of 

analysis trigram needs more time to generate word vectors but it gives high level of accuracy 

and so the processing time is high. 

In future, the work may be implemented for variant sectors. The work can be assessed with 

other evaluation measures. Prediction for a new review based on this proposed analysis may 

be tried.  
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