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Abstract 

Machine learning algorithms and Statistical Methods are used potentially 

nowadays in various biological problems, in particular, predicting 

patients’ survival from their data on various parameters.However, the 

choice between the selection of statistical procedures or Machine learning 

procedures depends on various factors like the nature of the problem, main 

objectives and the data frame etc.  The present work is aimed to compare 

statistical and machine learning methods with reference to regression for 

prediction. The data taken is regarding Heart failure among cardiac 

patients. The methods of comparison include the Logistic Regression (LR) 

and the Support Vector machine (SVM). 

Methods: In this paper, the analyses have been performed based on a 

dataset of 299 heart failure patients with the problem of heart failure 

collected in 2019. Statistical prediction Methods and Machine learning 

classifiers are applied both to predict the patient’s survival and identify 

rank the features corresponding to the most important risk factors. The 

results obtained by applying the Statistical prediction Methods and 

machine learning algorithms are compared in terms of their accuracy.  

Keywords: Logistic Regression, Machine learning, Support Vector 

Machine (SVM), Random Forest Classification. 

 

Introduction 

In Cardiovascular diseases, Heart failure (HF) is a condition that occurs when the heart cannot 

pump enough blood to meet the needs of the body which may be fatal. As per the records of Heart 
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disease and stroke statistics, USA, nearly 18.6 million people died of cardiovascular disease around the 

world in 2019.  

Medical records of HF patients quantify the symptoms, body features, and clinical laboratory 

test values and other parameters of life style which are used for diagnosis and also to perform bio-

statistical analyses aimed at highlighting patterns, correlations and identifying associated risk factors in 

general.The prediction of events in cardiovascular diseases is still critical for medical industry because 

it allows them to develop strategic treatment/awareness programs that will help to decrease the number 

affected. In such contexts, it is possible to apply either statistical or machine learning procedures for 

prediction. Both of these approaches may have some specific special features and as such one may 

compare them with reference to their prediction accuracy.The present work aims on an experimental 

comparison study of the statistical procedure Logistic regression and the machine Learning Algorithm 

SVM for predicting the Heart failure. 

A sample of 299 patients with the cardiovascular problems iscollected in 2019from different 

hospitals in overall TamilNadu, India. Statistical prediction Methods and Machine learning classifiers 

are applied both to predict the patient’s survival and to identify rank the features corresponding to the 

most important risk factors. The power of the models is measured by correct prediction rate. In the 

current scenario, it seems that machine learningmethods are taking advantage over the Statistical 

Methods, but however in reality it is not always true. Some statistical concepts are inherited by the 

machine learning methods make them potential.A brief description of Logistic Regression Analysis 

andSupport Vector Machine that were used for the analysis of this study is given below.  

Literature Review 

 The application of Machine Learning(ML) algorithms for solving problems in medical and 

clinical studies is quite old since from 2010. Many studies have been carried out not only using ML 

algorithms but also to make comparisons between Machine Learning algorithms and statistical 

procedures for fulfilling the specific objectives like the identification of factors, prediction and 

classification, clustering and decision making etc. 

Oyewola et al. [2017] have made such a comparative study on Logistic regression (LR), linear 

discriminant analysis (LDA) with Machine Learning algorithms like Random forest (RF), Support 
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vector machine (SVM) classificationsand quadratic discriminant analysis (QDA), for making breast 

cancer biopsy predictions with a mammographic diagnosis. 

Bernal et al. (2017) adopted Statistical and Machine learning techniques such as logistic regression, 

neural networks and decision trees to predict the disease of the patients and shown that the parameter 

configuration plays a fundamental role in the models performance. 

Agarap (2018) made investigations on the Wisconsin Diagnostic Breast Cancer and compared Machine 

learning (ML) algorithms like Multilayer Perceptron (MLP), GRU-SVM Nearest Neighbor (NN) 

search, Softmax Regression, and Support Vector Machine (SVM) by measuring their classification test 

accuracy, and their sensitivity and specificity values and shown that the MLP algorithm stands out 

among the implemented algorithms with a test accuracy of nearly 99.04%.Similar type of study has 

been carried out by Westerdijk [2018] for the prediction of breast cancercells with an ensemble models.  

Puja Gupta and Shruti Garg [2020]have performed a study for predicting breast cancer. They have used 

various machine learning tools with proper hyper parametric change and have shown that such a 

modification would bring most accurate results with minimum loss.  Deep learning using Adam 

Gradient Descent Learning is used for achieving the accuracy. 

A Comparison of various machine learning models used for Coronary heart Disease Prediction was 

done by Sunil Kr. Tiwari and Suresh Kumar Garg [2021]. It is observed that k-NN method is a better 

prediction algorithm with better accuracy and precision value than Support vector Model, Decision 

Tree, Random forest and Logistic Regression models. A brief review of the methods taken for 

comparison is given below. 

Logistic Regression 

 Logistic Regression is a specialized regression method developed when the response variable is 

categorical. In this method in order to make continuity of the response variable, logit transformation is 

made on it.Logistic Regression (LR) prevails as the most important statistical and datamining 

techniques employed by statisticians and researchers for the analysis andclassification of binary and 

proportional response data sets.Logistic Regression can naturally provide probabilities andextend to 

multi-class classification problems. The general form of the logistic regression equation is described 

below.  
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          Suppose that there is a categorical dependent variable Y having G distinct values is to be 

regressed on a set of p independent variables, say, 𝑋1,𝑋2,… , 𝑋𝑝  .  Let the values of Y  be1,2,… ,𝐺. 

Then the logistic regression model is given by the following G equations. 

𝐼𝑛  
𝑝𝑔

𝑝1
 = 𝐼𝑛  

𝑝𝑔

𝑝1
 + 𝛽𝑔1𝑋1 + 𝛽𝑔2𝑋2 + ⋯+ 𝛽𝑔𝑝𝑋𝑝  

 Here, 𝑝𝑔  is the probability that an individual with values 𝑋1, 𝑋2,… ,𝑋𝑝  is in event g.  That is,  

𝑝𝑔 = 𝑃𝑟 𝑌 = 𝑔 ∣ 𝑋  

Usually 𝑋1  is taken to be equal to 1 for including the intercept though it is not necessary.   

𝑝1, 𝑝2, … ,𝑝𝑔represent the prior probabilities of event membership. If these are assumed to be equal, 

then 𝐼𝑛  
𝑝𝑔

𝑝1
  would be equal to zero and hence dropped. If the priors are not assumed to be equal, then 

therewould be a change the values of the intercepts in the logistic regression equation. The event one is 

called the reference value. The regression coefficients𝛽11 ,𝛽12 , … ,𝛽1𝑝for this reference value are set to 

zero. One can arbitrarily choose this reference value. Usually, it is taken as the most frequent value or a 

control value to which the other events are to be compared. This makes G-1 equations in the logistic 

regression model. Then the 𝛽’s are to be estimated from the observed data. Komarek and Moore [2004] 

were the first to shown thatthe Logistic Regression is highly potential to classify large data sets, and 

that it can outperform the Support Vector Machines (SVM),which is considered a state-of-the-art 

algorithm. 

Support Vector Machine (SVM)- Radial Kernel 

 The Support Vector Machine (SVM) is one of the Machine Learning algorithmsfirstproposed 

by Vapnik[1995] and has since attracted a highdegree of interest by the research, originally designed 

for binary classification, are large margin classifiersthat try to separate instances of different classes 

with the maximum margin hyperplane. The margin is defined as the minimum distance from instances 

of different classes to the classification hyperplane. 

Support Vector Machine (SVM), a machine learning algorithm,which is categorized under supervised 

learning method,is used for both classification and regression and it is best suited for classification.  
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Take a linear classifier𝑌 = 𝑠𝑖𝑔𝑛 𝐷𝑇𝑋 + 𝐵 , the hinge loss can be used to evaluate the fitness to the 

data: 

  

𝑚

𝑖𝑖=1

𝑚𝑎𝑥 0, 1 − 𝑌𝑖(𝐷
𝑇𝑋 + 𝐵) . 

Then,   

 𝐷𝑇𝑋 + 𝐵𝑏 

 𝐷 
 

is the Euclidean distance from an instance, say𝑋𝑖   to the hyperplane 𝐷𝑇𝑋 + 𝐵. 

If  𝐷𝑇𝑋𝑖 + 𝐵  is assumed to be grater than or equal to 1 for all instances, the minimum distance to 

the hyperplane is ∥ 𝐷 ∥−1.  Hence, the problem of SVM is to maximize∥ 𝐷 ∥−1. That is to optimize, 

 𝐷∗,𝐵∗ = 𝑎𝑟𝑔𝑚𝑖𝑛
 𝐷 2

2
+ 𝐶 𝜀𝑖

𝑚

𝑖=1

 

Subject to the constraints 

𝑌𝑖 𝐷
𝑇𝑋𝑖 + 𝐵 ≥ 1 − 𝜀𝑖  ( ∀𝑖 = 1,2,… . , 𝑚) 

𝜀𝑖 ≥ 0 ( ∀𝑖 = 1,2, … . ,𝑚), 

where 𝐶 is a parameter and 𝜀𝑖 's are slack variables introduced to enable the learner to deal with data 

that could not be perfectly separated, such as data with noise.  

The dimension of the hyperplane depends upon the number of features. If the number of input 

features is two, then the hyperplane is just a line. If the number of input features is three, then the 

hyperplane becomes a 2-D plane. It becomes difficult to imagine when the number of features exceeds 

three. 

 

Methodology 

 The total number of records collected was from 299 heart failure patients. At first, the dataset is 

checked to clean to make it free from noise, outliers, missing values and redundancy using statistical 

techniques like box plot. The main objective of this study to predict the patient’s survival and identify 
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rank the features corresponding to the most important risk factors with a help of Statistical prediction 

Methods and Machine learning classifiers and compared in terms of their accuracy.  

 The prediction results of both Logistic Regression and SVM methods were based on the same 

datasets that were used for verification and calibration. This provides objectivity by comparing only the 

performance of each method. The success rate of classification is determined by the ratio of correctly 

classified recordings to the total number of recordings in that set. The factors taken in this study which 

are expected to have influence on heart failure are as under: 

 Age (years)(X1), Sex(X2), Smoking status(X3), Time-follow-up period (days) (X4), Anemia(X5), 

High blood pressure(X6), Creatinine phosphokinase(mcg/L) (X7),Diabetes(X8), Ejection fraction of 

blood (X9),Platelets (kiloplatelets /mL) (X10),Serum creatinine (mg/dL) (X11), Serum sodium (mEq /L) 

(X12), and the event of death(Y). 

Checking for the Absence of multicollinearity: 

In order to get a better regression model and estimates, the multicollinearity that may exist in 

the data has to be ruled out. A correlation plot is used to identify the multicollinearity, which is 

presented below. It is clearly seen that none of the independent variables has highly correlated with 

others and hence it is found that there is no evidence of multicollinearity.  

 

Figure (1): Correlation Plot 
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Statistical prediction Method - Logistic Regression 

The Figure (2) of interest is the model summary. This table provides the R
2
 value and p value, 

which can be used to determine how well a regression model fits the data, which is the proportion of 

variance in the dependent variable that can be explained bythe independent variables. The R
2
 value of 

0.8363indicates that our predictors explain 83.6% of the variability of our dependent variable (death 

event). 

 

Figure (2): Model Summary of Logit Regression 

 

The fitted Logistic Regression Line is:  

Y (odds ratio of death event) = Age (0.0617) – Sex(0.7158) –Smoking Status(0.0850 )- Time(0.0230) - 

Anemia (0.3512) - High blood pressure(0.1733)  + Creatinine phosphokinase (0.0006) + 

Diabetes(0.3209) - Ejection fraction (0.0952) – Platelets(0.000) + Serum creatinine(0.4363) - Serum 

sodium(0.0071) 

It is seen that the variables Age, Creatinine phosphokinase and Ejection fraction, are 

significantly influencing the event whereasSex, time, smoking, anemia, diabetes, high blood pressure, 

platelets, serum creatinine and serum sodium are not significant.  

The adequacy of the Logistic Regression model and its fitness are tested using the following measures. 
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AUC (Area under Curve)  

 The Receiver Operating Characteristic curves (ROC) in logistic regression are frequently used 

to show in a graphical way the connection/trade-off between clinical sensitivity and specificity for 

every possible cut-off for a test or a combination of tests. ROC curve is a plot of sensitivity against one 

minus specificity as the value of cut point is increased from 0 to1 is used for determining the best 

cutoff value for predicting whether a new observation is a "non-occurrence" (0) or  "occurrence" (1).  

AUC stands for "Area under the ROC Curve." That is,  and measures how well a model is able to 

distinguish between the classes. ROC value for our Logistic regression analysis is 0.861 which shows a 

higher prediction probability for classifying a point belong to the positive class. 

 

Figure (3): ROC Curve 

 

Classification Accuracy (CA)  

 Accuracy is one metric for evaluating classification models is the number of correct predictions 

to the total number of input samples. That is, 

  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦=𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 / 𝑇𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 

 For binary classification, accuracy can also be calculated in terms of positives and negatives as 

follows:  

    𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦=(𝑇𝑃+𝑇𝑁) / (𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁) 

where 𝑇𝑃 = True Positives, 𝑇𝑁 = True Negatives, 𝐹𝑃 = False Positives, and 𝐹𝑁 = False Negatives.  
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Figure (4): ROC Curve 

 

 

The Accuracy Value of the fitted Logistic Regression equation is0.786, which means that the total 

number of predictions that the model gets right is about 78%. 

 

Precision  

 The Precision measure is the fraction of correct classifications within all elements classified as 

such and is calculated by: 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 / (𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒). The observed Precision 

value is 0.77 which means that 77% of positive identifications are actually correct. 

 

 

Figure (5): Accuracy Measures 
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Recall : Recall is a measure of the classifier's completeness; the ability of a classifier to correctly find 

all positive instances. For each class, it is defined as the ratio of true positives to the sum of true 

positives and false negatives. 

Recall Measure is computed by using the formula:  

   𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒/(𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 ) 

 Precision and Recall measure accuracy value closer to 1 is the best fitted model and closer to 0 

is not a good fitted model. The observed value of the Recall measure is 0.73. 

F1 Score  

 The F1 score is a measure of a model's accuracy on a dataset. It is used to evaluate binary 

classification systems, which classify samples into 'positive' or 'negative'. That is, a good F1 score 

represents lower levels of both false positives and false negatives.   The F1 score is the harmonic mean 

of Precision and Recall. An F1 score nearer to 1 indicates the model is nearly perfect. 

The F1 score is calculated by using the following formula:       

   𝐹1=2∗((𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)) 

   =𝑇𝑃/(𝑇𝑃+1/2 *(𝐹𝑃+𝐹𝑁)) 

The observed value of the F1 score value of the present case is0.74. 

 

Machine Learning Survival prediction classifiers - SVM - Linear Kernel 

This part of the analysis focuses on the binary prediction of the survival of the patients in the 

follow-up period, using SVM – linear kernel model. The dataset was split into 60% (179 randomly 

(selected patients) for the training set, 20% (60 randomlyselected patients) for the validation set, and 

20% (theremaining 60 patients) for the test set. The model has been fitted using Python coding and the 

adequacy of the SVM - Linear Kernel model and its fitness are tested using the following measures. 

Confusion Matrix and Classification Report Table: 
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Figure (6): Confusion Matrix 

 

AUC Value: 

 

Figure (7): AUC Curve 

 

The Fig (7) showed that, obtaining ROC AUC of SVM is 0.815 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦=𝑇𝑃+𝑇𝑁 / 𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 

Where 𝑇𝑃 = True Positives, 𝑇𝑁 = True Negatives, 𝐹𝑃 = False Positives, and 𝐹𝑁 = False Negatives. 

The accuracy level of SVM is 0.815.  
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Classification Accuracy (CA), F1 Score, Precision and recall value: 

 

Figure (8): Classification Accuracy 

 

From Fig (8), it found that the mean value of F1 score is 0.40, Precision value is 0.54and recall value is 

0.50. 

Comparison: Logistics Regression vsSVM - Linear Kernel 

 The target of this research work is to study the effectiveness of Logistic Regression and Support 

Vector Machine - Radial Kernelin prediction of Heart failure.To compare the performance of the 

Machine Learning Algorithm with the Logistic Regression approach, the correct prediction rate of 

predictive accuracies in the Machine Learning Algorithm with the Logistic Regression models arelisted 

below.  

Model Correct prediction Rate % 

Logistic Regression 79% 

SVM - Linear Kernel 59% 

Figure (9): Comparison Table 

 

 It is found that the predictive accuracy rate of Logistic Regression is 79% and the prediction 

rate of Support Vector Machine - Radial Kernel is 59%. Clearly, the Logistic Regression demonstrates 

a superior ability to predict the patients affected by cardiovascular disease - Heart failure.It is seen that 

Logistic regression having high accuracy as well as highest area under curve with acceptable precision 

and recall when comparing with SVM Method. 
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Performance 

indices 
AUC 

CA 
F1 Score Precision Recall 

LR 0.861 0.786 0.74 0.77 0.73 

SVM 0.815 0.59 0.40 0.54 0.50 

Figure (10): Performance indices 

 

TheFig (10) compares the Logistic regression and SVM model, all the measures of LR are closer to 

1compared to SVM and these models are best fitted models using LR method and SVM algorithm. 

 

Conclusions: 

 This discovery has the potential to impact on clinical practice, becoming a new supporting tool 

for physicians when predicting if patient will get heart failure or not. Compared with the SVM 

algorithm, Logistic Regression modelhas proven to be more accurate in Prediction of survival of 

patients and had higher overall performance indices. 

 Further studies of this model may be considered with the effect ofa more detailed databases that 

includes complications and clinicalexamination findings that will evolve into an effective 

adjunctiveclinical decision-making tool. 

 

Limitation: 

 As a limitation of the present study, only a lesser size of the dataset (299 patients) is used.A 

larger dataset may yield more reliable results. Additional information about the physical features of the 

patients (height, weight, body mass index, etc.) and their occupational history would have been useful 

to detect additional risk factors for cardiovascular health diseases. 
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