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Abstract 

Optimization of variety of objective functions using graph cuts in different 

move spaces is studied in detail in the paper. The study concludes that, an 

objective function can be minimized using graph cuts provided it is FNO- 

optimizable. Characterizations of two classes of FNO- optimizable 

functions (O2 and O3) are given and many mathematical results in this 

regard are proved in the paper. These characterizations contribute in easily 

identifying the image processing problems which can be addressed 

through graph cuts notion. However, further exploration of the concepts 

studied/ defined in the paper is required to strengthen the designed 

mathematical framework. Due to programming limitation on our part, we 

could not construct a computationally time-effective computer program 

encoding the graph-cuts model. There is a good scope of improvement in 

the implementation of graph theoretic models designed in the present work 

on appropriate programming platform. 

Keywords: Theoretical DSP, graph Cut. 

1 PRELIMINARIES 

1.1 Graph Cuts for Binary Optimization 

As a binary optimization technique, graph cuts will be discussed in this section. In reality, 

minimum -cut/maximum-flow algorithms are essentially binary techniques, as they are based 

on the concept of minimization. Binary issues, then, are the most fundamental example of 

graph cutting.   

1.2 An Introduction to Mathematical Image Processing 

In addition to medical imaging, astronomy, astrophysics and surveillance, image processing 

is also used in video compression and transmission. Signals are images in one dimension, 

whereas images in another dimension are termed images. We deal with planar images in two 

dimensions, and volumetric images in three dimensions (such as MR images). Alternatively, 

they can be colors images or grayscale images (single-valued functions) (vector-valued 

functions). As a result of noise, blur, and other flaws, captured images are typically 

deteriorated. Preprocessing is thus required before any further analysis and feature extraction 

can be conducted on these pictures. 

While taking this course students learn how to mathematically express the following 

processes: denoising and deblurring of images; augmentation of images; and edge detection. 

http://philstat.org.ph/


Vol. 71 No. 4 (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

    ISSN: 2094-0343 

2326-9865 

1360 

As far as spatial filtering is concerned there will be incomplete imitative, gradients, the 

Laplacian or their separate estimates by limited dissimilarities, averaging filters and order 

figures filters as well as difficulty. As far as the incidence domain is concerned, there will be 

Fourier transforms, low-pass and high-pass filters, as well as zero-crossings of the Laplacian, 

among others. A weighted Laplace equation for image restoration, or the use of snakes for 

image segmentation, can be studied if you have time. 

2 STATISTICAL JUSTIFICATION OF THE APPROACH 

In the study, we attempt to solve the problem of pixel labeling by objective function 

minimization approach. At the first glance, the approach seems to be a deviation from the 

main goal but, it can be defended by Baysian statistics. In this section, prerequisites of 

Baysian statistics have been briefly discussed. 

3 GRAPH CUT MODEL FOR UNIFORMLY SMOOTH STRUCTURE 

In this model, the structure constraint is encoded by the sub - function Ψ𝑣,𝑤(𝑥𝑣, 𝑥𝑤) as linear 

relationship of neighbouring pixels with corresponding weights. It is defined by 

Ψ𝑣,𝑤(𝑥𝑣, 𝑥𝑤) = 𝑐(𝑣, 𝑤)│𝑥𝑣 − 𝑥𝑤│.  Where 𝑐(𝑣, 𝑤) is the constant corresponding to pair of 

pixels v and w. With the expression of structural constraint defined as above, the objective 

function to be minimized takes the form, 

𝑂(𝑋) =  ∑ 𝜑𝑣(𝑥𝑣)

𝑣

+  ∑ 𝑐(𝑣, 𝑤)|𝑥𝑣 − 𝑥𝑤|

{𝑣,𝑤}∈𝑁

                               (3.1) 

The graph cuts can efficiently minimize the objective function (3.1) globally. 

3.1 Construction of Network 

The graph cuts technique separates a collection of pixels into two subgroups and hence 

determines one of the most cost efficient binarization on the given group of pixels in the light 

of objective function. Let {𝑣1, 𝑣2, . . . . . . . , 𝑣𝑛}be set of pixels and {𝜎1, 𝜎2, . . . . , 𝜎𝑝} be set of all 

possible labels. For the problem under consideration, we construct a graph G with vertex set 

V containing (np - n +2) vertices and edge set E. To be more specific, 𝑉 =

{𝑣11, 𝑣12, … . , 𝑣1(𝑝−1), 𝑣21, 𝑣22, … . . , 𝑣2(𝑝−1), … . . , 𝑣𝑛1, 𝑣𝑛2, … . , 𝑣𝑛(𝑝−𝑙), 𝑠, 𝑡with two terminal 

vertices s and t called source and sink. Corresponding to each pixel 𝑣𝑖  (1 ≤ 𝑖 ≤ 𝑛), there are 

(p - 1) vertices 𝑣𝑖1, 𝑣𝑖2, … … … . , 𝑣𝑖(𝑝−𝑙) in the graph. The edge set 𝐸 =  {𝑒𝑖𝑗
𝑡 (1 ≤ 𝑖 ≤ 𝑛, 1 ≤

𝑗 ≤ 𝑝), 𝑒𝑖𝑗𝑘
𝑛 (1 ≤ 𝑖 ≤ 𝑛, 1 ≤ 𝑗 ≤ 𝑛, 1 ≤ 𝑘 ≤ 𝑝 − 1)} consists of two types of edges: 𝑒𝑖𝑗

𝑡  called 

terminal edges and 𝑒𝑖𝑗𝑘
𝑛  called non-terminal edges.  𝑒𝑖𝑗

𝑡 (2 ≤ 𝑗 ≤ 𝑝 − 1) is an edge connecting 

𝑣𝑖(𝑗−1) and 𝑣𝑖𝑗 whereas 𝑒𝑖𝑗𝑘
𝑛  is an edge connecting  𝑣𝑖𝑘 and 𝑣𝑗𝑘  . 𝑒𝑖1

𝑡  is an edge connecting  s 

and 𝑣𝑖1 whereas 𝑒𝑖𝑝
𝑡  is an edge connecting 𝑣𝑖(𝑝−𝑙) and t. Every non-terminal edge 𝑒𝑖𝑗𝑘

𝑛  has a 

weight 𝑐(𝑣𝑖 , 𝑣𝑗) and terminal edge 𝑒𝑖𝑗
𝑡  carries a weight 𝐴𝑖  + 𝜑𝑖(𝜎𝑗), where 𝐴𝑖 is a constant 

with 𝐴𝑖 > (𝑝 − 1) (∑ 𝑐(𝑣𝑖, 𝑣𝑗)𝑣𝑗∈𝑁𝑣𝑖
). Figure 3.1 shows a sub-network of G representing the 

structure of the network for two neighbouring pixels 𝑣𝑖 and 𝑣𝑗 . 
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Figure 3.1 Sub-network of G for neighboring pixels 𝒗𝒊 and 𝒗𝒋 of pixel the pixel set of 

image 

4. DEFINITION OF THE PROBLEM TO BE ADDRESSED 

We transform the problem of image binarization into an equivalent optimization problem and 

attempt to solve it through network flow terminology (i.e. Graph cuts). Max flow min- cut 

theorem given by Ford and Fulkerson plays a very crucial role in the model as in all graph 

cuts models.  

A digital image of text document (i.e. scanned text) is composed of rectangular arrangement 

of pixels, each of which represents intensity. Binarization is a process of defining a function 

𝑋: 𝑉 → {𝑡′, 𝑏}  (where V is the set of all pixels of the textual image) which reassigns a binary 

value 𝑡′ (Text) or b (Background) to every pixel v of the image, subject to the given data. The 

choice of the function depends on two constraints. 1) The neighboring pixels should be 

assigned similar value by the function almost everywhere with the exception of the pixels 

representing boundary of the text. 2) The assignment should be made in light of the data given 

by scanned image. We have employed these constraints to construct the function. The first 

step includes construction of an objective function considering the constraint of the 

problem. Let V be a set of all pixels of the image and {𝑔𝑣: 𝑣 ∈ 𝑉} be the set of grey values of 

pixels.  The objective function 𝑂: Ω → ℝ provides the measure of inappropriateness for every 

possible binarization function X from Ω and plays a crucial role in the selection of most 

suitable function 

𝑖. 𝑒. 𝑂(𝑋) = ∑ 𝑘𝑝𝑢𝑣 + ∑|𝑋𝑣 − 𝑔𝑣|

𝑣∈𝑉(𝑢,𝑣)∈𝑁
𝑢,𝑣∈𝑉

                                 (4.1) 

4.1 Theoretical Justiftcatton of the Model 

In this section, we will prove that, the model efficiently minimizes the objective function and 

produces the binarization of the image which has minimum value under objective function 

(4.1). This also proves the superiority of the model among prevailing binarization techniques 

in light of the objective function. 

Theorem 4.1.1 
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For any scanned textual image, the set Ω of all corresponding binarization functions and the 

set C of all cuts on the network flow corresponding to the image are in one to one 

correspondence. 

Proof:  Let 𝑋: 𝑉 → {𝑡′, 𝑏} be a binarization function corresponding to the given scanned 

image. Then, there exists a cut 𝐶 = {𝑆, 𝑇} on the network flow corresponding to the image 

defined as follows:- 

𝑆 = {𝑣|𝑋𝑣 = 0} 𝑎𝑛𝑑 𝑇 = {𝑣|𝑋𝑣 = 255} 

Note that, 𝑋𝑣 = 0,  when 𝑋(𝑣) = 𝑡′ and 𝑋𝑣 = 255 when 𝑋(𝑣) = 𝑏.  

This proves that, every binarization function gives rise to a cut on the network flow 

constructed for the textual image under consideration. 

Conversely, let 𝐶 = {𝑆, 𝑇} on the network flow for the given textual image. Then, we can 

define X as follows: 

𝑋(𝑣) = 𝑡′, 𝑖𝑓 𝑣 ∈ 𝑆 

𝑋(𝑣) = 𝑏, 𝑖𝑓 𝑣 ∈ 𝑇 

This proves the theorem. 

THEOREM 4.1.2 

The minimum cut on the network flow constructed for the textual image gives binarization 

which minimizes the objective function. 

Proof:  let X be the binarization corresponding to any cut C of the network flow. First, we 

show that, cost of the cut C is O(X).  

Note that, cost of any cut is sum of weights of the edges which are member of the cut set. In 

case of our network flow, there are two types of edges: (i) non-terminal edges 𝑒𝑢𝑣
𝑛  joining 

neighboring vertices u and v of the network flow (ii) Terminal edges 𝑒𝑣
𝑠 and 𝑒𝑣

𝑡 connecting 

vertex v with the terminal vertices s and t respectively.  

Thus, the cost of C is given by, 

|𝐶| = ∑ |𝑒𝑢𝑣
𝑛 | + ∑ |𝑒𝑢

𝑠| + ∑ |𝑒𝑢
𝑡 |

𝑒𝑢
𝑡 ∈𝐶𝑒𝑢

𝑠 ∈𝐶(𝑢,𝑣)∈𝑁

𝑒𝑢𝑣
𝑛 ∈𝐶

                             (4.2) 

4.2 Implementation and Results 

The model is implemented using Java programming language. The input image is first 

converted into grayscale in order to facilitate the computation. The initial binary labeling is 

obtained through thresholding. Then after, the network flow is constructed, where weights of 

the edges are decided based on the binary value assigned to a particular pixel by the initial 

labeling. The code finds the most cost effective (with reference to cost/value/penalty assigned 
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by the objective function) possible binary labeling in the move space. Following is the code 

for implementation of the model in Java programming language:- 

 

The results obtained through the code are given below:- 

 

Figure 4.1 Various image sizes versus Time required for binarization 

As discussed earlier, the code turns out be quite expensive in terms of time it takes to handle 

the image for binarization, especially for larger image segments. Table 4.1 presents the time 

taken by the code for the image segments of various dimensions. For images of more than 

one tenth of a million pixels, the code takes about 38 minutes, which is very high time when 

compared to other popular binarization methods. Methods based on global threasholding take 

comparatively very small time for images of same size. Figure 4.1 shows that the time 

required for binarization of the image using our code grows exponentially with image size 

after a fixed stage. This is very serious drawback of our model. However, this deficiency 

could be easily overcome by better coding. Due to our limited programming skills, the code 

we wrote has vast scope for improvement. 

Table 4.1 Time required for binarization for various image sizes 

Dimension of the 

scanned image 

No. of pixels in the 

image 

Time taken  

(in Seconds) 

91×33 3003 2 

91×35 3185 2 
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89×45 4005 3 

100×63 6300 5 

92×92 8464 10 

120×95 11400 15 

320×200 64000 75 

480×216 103680 2258 

 

 

Figure 4.2 Bar graph showing various binarizatin methods and corresponding F-

measure 

There are many evaluation techniques to measure the quality of the binarization based on two 

main approaches: (1) pixel based accuracy evaluation and (2) OCR based evaluation. We 

have used some of the most prevalent evaluation techniques to measure the quality of our 

binarization results. The results are presented in the table 4.2.  

We have used PERR, MSE and F-measure as evaluation techniques to measure the quality of 

binarization. 

 

Figure 4.14 Bar graph showing various binarization methods and corresponding PERR 

value 

Pixel Error Rate abbreviated as PERR is defined as 𝑃𝐸𝑅𝑅 =  
𝑃𝑖𝑥𝑒𝑙𝑒𝑟𝑟𝑜𝑟

𝑀 𝑥 𝑁
. It gives the total 

number of misidentified pixels in the binarization (i.e., total number of those pixels which are 
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of black colour in binarized image but of white colour in the original image and those which 

are white in the binarized one but are black in the original image). If 𝑥(𝑖, 𝑗) represents the 

value of the pixel situated at  𝑖 𝑡ℎ row and 𝑗𝑡ℎ column of the original image x and if  𝑦(𝑖, 𝑗) 

represents the value of the corresponding pixel (i.e. pixel situated at 𝑖 𝑡ℎ row and 𝑗𝑡ℎ  column) 

of the binarized image y, the Mean Square Error rate (MSE) is defined as, 

𝑀𝑆𝐸 =
∑ ∑ 𝑒(𝑖, 𝑗)2

𝑗𝑖

𝑀 𝑥 𝑁
 

 

Figure 4.3 Line graph showing various binarization methods and corresponding MSE 

As another measurement parameter, we have also used F-measure, which is defined as:- 

𝐹𝑀 =
2𝑥 𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

From the definition of Pixel Error Rate (PERR), smaller value of the PERR indicates that the 

algorithm for which PERR is measured is very accurate in terms of binarization results. In the 

same manner, smaller value of MSE (Mean Square Error) leads to the conclusion that, the 

quality of binarization produced by the algorithm is of high quality. On the contrary to this, 

the other third measurement technique, F-measure is quite opposite. Smaller value of F-

measure proves superiority of the binarization technique.  

Note that, our algorithm gives the maximum F-measure value (of 93) among all other 

methods listed in the table. It is 5 units higher than one of the most popular binarization 

method called Sauvola method. Thus, with respect to F —measure our method turns out to be 

superior to the popular methods listed in the table. The other two measures namely MSE and 

PERR measure some form of error in the binarization results. Hence, smaller values of these 

measures for the algorithm prove it better from the others. As shown in the table, our method 

has the value of l101.021 for MSE and 1.00312 for PERR, which is quite less than other 

binarization methods. 
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Table 4.2 Comparison of our algorithm (Proposed method) with popular binarization 

algorithms 

Method FM MSE PERR 

Proposed method 93 1101.021 1.00312 

Sauvola 88 1622.132 2.00012 

lelore 90.1 1321.001 1.80114 

TMMS 91.2 1300.564 1.65842 

Otsu 89 1551.256 2.01239 

Niblack 86.4 1832.534 2.98560 

Kim 88.1 1776.723 2.45601 

 

In nutshell, the new binarization method based on our mathematical model produces results 

better than existing and popular binarization methods. The underlying mathematical model 

efficiently minimizes the objective function and hence theoretically guarantees significant 

results. However, the only limitation emerging out of experimental results is high 

computational time, which needs to be addressed by better programming skills and re-coding 

of the algorithm. 

5 CONCLUSION 

In the paper, various graph theoretic models involving graph cuts are studied. Graph cut 

models for mainly three types of structures viz. uniformly smooth structure, segment wise 

smooth structure and universally constant structure are studied in the paper. Optimization of 

variety of objective functions using graph cuts in different move spaces is studied in detail in 

the paper. The study concludes that, an objective function can be minimized using graph cuts 

provided it is FNO- optimizable. Characterizations of two classes of FNO- optimizable 

functions (O2 and O3) are given and many mathematical results in this regard are proved in 

the paper. These characterizations contribute in easily identifying the image processing 

problems which can be addressed through graph cuts notion. However, further exploration of 

the concepts studied/ defined in the paper is required to strengthen the designed mathematical 

framework. Due to programming limitation on our part, we could not construct a 

computationally time-effective computer program encoding the graph-cuts model. There is a 

good scope of improvement in the implementation of graph theoretic models designed in the 

present work on appropriate programming platform. 
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