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Abstract—Cyber security warfare is actively fought on both sides by AI 

and machine learning, which allows both adversaries and defenders to 

engage at unprecedented speeds and scales. For intrusion detection system 

intelligence, artificial intelligence and machine learning are essential for 

managing the huge amount of information and assuring the credibility of 

such data. Dealing with massive amounts of data transitions can lead to 

major issues termed security challenges. A new learning strategy called 

Federated Learning (FL) facilitates deep neural network training between 

numerous dispersed edges nodes without the need for transmitting data 

thus addressing privacy concerns. Using a federated forest algorithm, a 

safer cross regional deep learning system is put forward that enables 

training to be collectively supervised over edge nodes in various regions 

locations using the same node sample set and yet different feature sets, 

collecting and analyzing data retained in every one of them while not 

transferring their original information. 

Keywords: - Cloud Computing, Edge Computing, Serverless Computing, 

Threat detection, Machine learning, Deep learning techniques, Federated 

Learning. 

 

I. INTRODUCTION 

Artificial Intelligence (AI) or machine learning is the emerging jargon being used by the 

cyber security field to upgrade and develop security measures. Machine learning is 

considered necessary since attacks are becoming more technologically advanced. These two 

fields have a long tradition of innovation and their skills cover a wide range of application 

domains. These are not related specifically to cyber security. By exploiting these skills in 

other areas, a lot can be learned about how to apply similarly to threat intelligence. For 

instance, we can learn about information security responses from developments in 

autonomous bots reactions for support websites. Machine learning and Natural Language 

Processing (NLP) are both necessary due to the variety of user expressions and the diverse 

results users hope to achieve [1][2]. Such a system is in many ways comparable to how a 

cyber resilience response should behave in response to various threat patterns, actor 

motivations and defensive consequences anticipated in the security field. 
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Corporate executives are boosting digitization plans quickly in 2022 to support 

entrepreneurial ventures and expansion plans. Organization’s need for real time information 

and analytics is a substantial growth catalyst to edge devices and computing. It is anticipated 

that global expenditure on edge device computing to hit 176 billion dollars by 2022 and will 

increase to 274 billion dollars in 2025 [3][36]. By 2023, more than 50 percent of information 

generated and recorded by corporations would be processed outside information centres or on 

the cloud, up from less than 10 percent in 2019. 

 

 
Figure 1 AI data processor and Edge node 

 

Rather than keeping data in the cloud or a centralized information repository, IT personnel 

can deliver information processing capability at the network edge [37]. It has so been 

regarded as an appropriate choice for various applications like Internet of Things (IoT) and 

manufacturing. They can gather data streams using edge devices which would avert device 

flaws. They do not even play the role of cloud computing, though, in terms of global 

administration. Applications that analyze and maintain information entirely through 

centralized cloud computing environments is vulnerable to delay and unavailability if web 

access is sluggish or regularly disturbed. It can take a long time to communicate requests to 

clouds, get them evaluated and report the results. These shortcomings of cloud computing 

paved the way to edge computing, where it relocates computational resources to the actual 

place of information generation or the internet’s so-called edge. The claimed benefits include 

real-time velocities and significantly improved system reliability, flexibility, robustness and 

consistency [4][38]. 

Rapid innovations in AI capabilities increase uptake of Internet of Things (IoT) systems, as 

well as the potential of edge computing, which have combined to unveil the prospects of edge 

AI. In ways that facilitate our personal lives, at the office, in academia and in transit, edge 

technologies are propelling us to the next phase in AI. Edge AI refers to implanting AI 
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software on equipment all across the real world [39][40]. The rationale is named “Edge AI” 

because, as opposed to being conducted centrally in the public cloud or in an in-house data 

centre, the AI data processing is handled closer to the consumer of the network edge, close to 

where the information is stored as shown in Figure 1. The edges of the internet can refer to 

any area as the online world is accessible from everywhere. It might be a department shop, 

industry, medical centre or one of the devices we see often, such as traffic signals, bots or 

mobiles. 

The effectiveness of deploying AI at the edges is a consequence of three major 

developments: 

• Neural networks: Have ultimately reached a stage of maturity that makes generalized ML 

feasible, along with accompanying AI architecture. Organizations are gaining knowledge on 

how to effectively educate artificial intelligence system models and use them in 

manufacturing at the edge. 

• New developments in computing infrastructure: To operate intelligence at the edge, 

significant computational power is needed. Neural network processing is now possible 

because of recent developments in massively parallel graphical processing units. 

• Connected devices acceptance: The growth of big data has been propelled by the broad use of 

IoT. Researchers now have the data-driven insights to operate intelligent algorithms at the 

edge thanks to the rapid ability to gather information from every part of an enterprise 

including sensing devices, intelligent cameras, robotics and much more. In addition, 5G is 

enhancing connected communication with quicker, more reliable and secure messaging. 

In every industry, including production, health, financial sectors, aviation and energy, edge 

AI has been creating great business outcomes. 

 

A. Motivation 

Intelligence at edge sought to overcome several of the serious challenges that cloud 

intelligence is currently running into as mentioned below [5][6][41]: 

• With edge computing, there is no longer a requirement to retain data in the cloud; instead, 

only a small amount of data is transferred to the cloud for processing [42]. 

• With Edge AI, the content will in fact be examined at the network edge, greatly reducing the 

risk of identity theft.  

• Data is a valuable asset of an enterprise and nobody wants it to leave its boundaries. Instead 

of transmitting raw data to the cloud, Edge AI now starts assessments locally. 

• Due to the ability to perform interpretation in fractions of a second, Edge AI sensors are able 

to overcome latency, a limitation in cloud technology that prevents the creation of sustainable 

efficient real time insights. 

The following upper hands make it more appealing to adopt threat intelligence in edge 

devices [7]. 

• Intelligence: In comparison to standard programs, which can only react to inputs that the 

designer has anticipated, intelligent systems are often more efficient and versatile. An AI 

neural net, on the other hand, is trained to respond to a certain type of question rather than a 

particular one, even if the query indeed is innovative. Applications would be unable to 

process information as varied as text, oral sounds or multimedia lacking intelligence. 
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• Real-time perceptions: Edge technology reacts to user requirements instantly since it 

examines information directly rather than in a distant cloud where it is delayed by long 

distance interconnection. 

• Cost savings: Applications require reduced bandwidth requirements as a consequence of 

moving computing capabilities near the edge, which significantly lowers connectivity 

expenditures. 

• Enhanced confidentiality: Since AI could evaluate actual data all without revealing it to an 

individual, it dramatically enhances confidentiality for anybody whose visage, speech, 

medical image or other private details are to be evaluated. By keeping the data on edge 

devices and only transmitting the deep insights towards the cloud, Edge AI substantially 

improves confidentiality. Even though some of the data is transmitted for learning, user 

identities could still be safeguarded. 

• High availability: Since data processing can be done without internet access thanks to 

decentralization and disconnected functionalities of edge AI. As a consequence, 

manufacturing intelligent systems that are mission critical are more available and reliable. 

Most training and learning algorithms work well with datasets that contain a few couples of 

features or rows. On the other hand, a disorganized dataset, like the one inferred from IoT 

systems (significant growth in the number of intelligent sensors, like android smart phones, 

smart watches, intelligent home gadgets and other connected devices produces massive 

amounts of information from the real world), holds so many aspects that make this strategy 

ineffective. Deep learning technique’s efficiency to examine massive volumes of features 

whilst engaging with disorganized input makes it extremely important. In order to facilitate 

the identification, categorization and forecasts of future actions, machine learning models are 

frequently constructed from the acquired data. It is frequently unfeasible to transport all the 

data to a single centralized location point because of limitations in connectivity, memory 

space and security considerations. The challenge of a learning set of parameters from data 

dispersed over several edge nodes is examined in this work without the need to transport 

unprocessed data to a centralized location. Other technological and paradigm changes in edge 

computing have either explicitly or implicitly impacted the acceptance and evolution of 

federated learning frameworks. 

 

B. Contributions of this work 

The work has produced the following outcomes: 

• We demonstrated an advanced threat intelligence framework at edge nodes, including the 

rationale behind the transition to adaptive edge intelligence. The threat intelligence provided 

by the prediction model (Federated Forest) and the relevant advice given by the defensive 

strategies serve as the data support and conceptual foundation for defence throughout the 

suggested strategy. The speed and resilience of threat intelligence are considerably increased 

by synchronizing preventative experience and implementing AI tactics. 

• Furthermore, the state-of-the-art survey has been performed for obtaining deep insight into 

the prevailing technology advancement while over viewing the characteristics and the 

present-day use in brief. 
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The following section is laid out as follows. Section II discusses the background and state-of-

the-art level survey for Edge AI threat model, Section III elaborates on the proposed 

framework. Finally, Section IV concludes the work. 

 

II. BACKGROUND AND RELATED WORK 

The proactive mitigation of growing cyber attacks has been made possible by the 

exchange of Cyber Threat Intelligence (CTI), a fresh weapon in the armoury cyber warriors. 

Researchers and practitioners now face significant complications as a result of automating 

CTI transmission and even the most fundamental consumption [8]. Cyber Threat Intelligence 

(CTI) is a field of cyberspace that emphasizes gathering and analyzing data regarding 

existing and potential assaults that pose a risk to an organization’s security or the security of 

its valuables. It is organized into four different categories to enable the consumption of threat 

intelligence. Particularly, they are technical threat intelligence, operational threat intelligence, 

tactical threat intelligence, and strategic threat intelligence. Regarding information gathering, 

representations, and intelligence ingestion, these four types of threat intelligence diverge [9]. 

Wide information on cyber overall security, threats, the financial effects of various 

cyber attacks, attack patterns, and the consequences of senior-level corporate decisions are 

provided by strategic threat intelligence. High-level managers and the organization’s 

management, including the CISO and IT management, ingest this information. It aids 

management in identifying present cyber threats, unidentified future hazards, risk squads, and 

breach accountability. The information gathered offers a risk-based reading that largely 

concentrates on high-level concepts of hazards and their likelihood [10-12].  

The development of mitigation and detection strategies by security departments using 

tactical threat intelligence includes changing security products with known indicators, 

replacing susceptible processes, etc. It aids cyber intelligence officials in comprehending how 

attackers are anticipated to attack the setup, detecting information leaks from the corporation, 

attackers’ technical skills and objectives, as well as attack methods [14]. Operational threat 

intelligence provides information about potential dangers to the organization as a whole. It 

offers factual information about security incidents and events that aids defenders in disclosing 

potential risks, providing deeper insight into fugitive tactics, establishing prior suspicious 

attacks, and conducting investigations into fraudulent attacks in a way that is significantly 

more cost-effective [16]. It aids cyber intelligence officials in comprehending how attackers 

are anticipated to attack the setup, detecting information leaks from the corporation, 

attackers’ technical skills and objectives, as well as attack methods. Operational threat 

intelligence provides information about potential dangers to the organization as a whole. It 

offers factual information about security incidents and events that aids defenders in disclosing 

potential risks, providing deeper insight into fugitive tactics, establishing prior suspicious 

attacks, and conducting investigations into fraudulent attacks in a way that is significantly 

more cost-effective. 

 

Federated learning at Edge 

Federated Learning (FL) is a machine learning paradigm in which a model is trained 

by a set of stakeholders working collaboratively under the control of a centralized server 

whilst training information is kept offline [13]. By enabling AI training at dispersed edge 
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devices even without the requirement for information exchange, Federated Learning (FL) has 

evolved as a decentralized participatory AI strategy that can facilitate numerous intelligent 

edge computing applications. Models are consolidated at a centralized computer in FL after 

being trained locally. After numerous attribute or gradient accumulation upgrades, a generic 

solution is obtained. Contrary to decentralized machine learning, FL’s central server is not 

exposed to the data of the edge nodes. The way that the knowledge is dispersed among the 

edge nodes can either be independent and identical or non-independent and identical. 

Horizontal FL (HFL), Vertical FL (VFL) and Federated Transfer Learning (FTL) are the 

three basic forms of FL (FTL). 

 

Preliminaries: A single unified neural net is maintained in a central server in this processing 

approach. The inputs being used for training the network are typically disparate and are kept 

independently over several edge nodes. Here, it is considered that there are many nodes 

N1,N2,....,Nn. The confidential data set ζi is maintained on the edge node end Ni. If we 

presume the loss function is f(.), in single convergence, node Ni evaluates the upgraded 

weight, at the current weight at time t: wi
t, step size at time t: γt, individual data set: ζi. Then 

𝑤𝑡+1
𝑖 =  𝑤𝑡 − 𝛾𝑡.

𝛿𝑓(𝑤𝑡,𝜁𝑡)

𝛿𝑤
 (i=1, 2,….n) 

Consider the fact that this localized upgrade may execute one or more cycles. The weights 

transmitted by each node are collected on the server side. To update the weights for the 

subsequent round, the server converges all the transmitted weights using an aggregation 

method A(.). The updated weights at time t+1 are: 

 
Typically, aggregation of the transmitted weights is performed and upgraded to the network 

model using an average function. The model can be duplicated among all edge nodes and 

local predictions can be derived as [14] necessary. It is not demanded that all nodes take part 

in a particular synchronization due to the heterogeneity in federated learning. The 

computation will only be carried out by a small number of the nodes, chosen at random. 

E. Related Works 

Using the block chain incentive mechanism and privacy preserving techniques, Weng 

et. al. [15] introduced Deep Chain, achieving confidentiality of data and computational 

authenticity. It is clear from the integration of distributed ledger technology and 

confidentiality strategies that fully distributed learning improves the shared computing 

ecosystem’s ability to maintain trust. Since individual nodes must regularly contact a central 

server while using federated computing, lowering transmission costs is a significant 

limitation. Hence, it is crucial to figure out how to increase communication efficiency 

without compromising the precision of the combined assessment. Findings stipulated that 

sparse matrix [16] and model compression can dramatically lower transmission costs with 

little to no deterioration in model correctness [17]. 

According to our investigation, we observed that several of the research methodologies 

employ their own created or emulated datasets. For instance, [18] combined an FL technique 

with fog computing, wherein fog network nodes worked together to detect DDoS events. The 

authors employ Fed Avg as the aggregation method and Gated Recursive Units (GRUs) [19] 
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as the ML technique for this. A threshold based technique to lessen connectivity across 

various data centres is proposed in [20], which studies decentralized deep learning across 

many data centres in various global zones. The approach in [20] focuses on peer-to-peer 

interconnected data centres, which is distinctive from the federated learning paradigm which 

is not peer-to-peer, even if it is relevant to the adaption of synchronization frequency and 

asset concerns. Additionally, it permits data centre node asynchronism, which is not possible 

with federated learning. 

If an IDS were to be installed on a specific network, several target devices might have 

traffic connected to various assaults (such as port scanning or DoS attacks), whereas other 

devices might simply have traffic necessary for their intended use. In recent years, there has 

been an increase in the context of FL enabled IDS approaches in the framework of IoT 

networks [21][22]. Even so, the majority of the ways that have been suggested are either 

based on binary classification methodologies, wherein data analysis is simply labelled as an 

attack or harmless [23]. The work by Bonawitz et al. is based on Tensor Flow [24]. The main 

contribution of their work is the provision of an established systems approach for the 

deployment of federated applications by developers. They address several crucial issues, 

including Device accessibility, Resource management and durability. In order to increase the 

poisoning attack stealth, Bhagoji et al. [25] proposed a better cope strategic plan in federated 

learning that estimates the local upgrades of the superficial participants, attempting to make 

the visual justifications of model judgments impossible to distinguish among relatively 

harmless and attack models. Bagdasaryan et al. [26] concentrated on the backdoor attack, in 

which an adversarial agent can leverage the model positioning technique to insert hidden 

vulnerabilities into the federated model. 

 
Figure 2 Overall Architecture- Integrated Threat Intelligence in Edge 
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III. PROPOSED FL INTEGRATED EDGE AI THREAT INTELLIGENCE 

FRAMEWORK 

Edge computing reduces privacy and security hazards by enabling information to be 

evaluated close to the point of origin, possibly by a locally trustworthy edge server. This 

avoids using the public network. Integrating vast, complex DNNs enabling real time 

situations on edge endpoints is still challenging because of limited resources (such as the 

battery, computing devices and storage). Therefore, it makes sense to think about outsourcing 

DNN data processing from end systems to much more prominent nodes, like edge device 

servers or the central cloud. The overall framework of integrating threat intelligence in edge 

is represented in Figure 2. With intelligence integrated privacy protection client entity in each 

edge node and control unit on the edge network server, the system combines data and 

network intelligence services. Three phases, including Data and Behaviour Auditing, 

Training and Predicting, make up the FL execution’s phase structure. At each stage of FL 

execution, the model encounters a series of privacy and security issues. 

A. Data and Behaviour Auditing 

Each edge node data is transparent and accessible in FL. Individual nodes have 

complete control over their data. It is challenging to audit the accuracy of the data and the 

previous conduct of all local nodes due to this restriction. Consequently, a malevolent node 

has the ability to quietly alter the training data in order to affect the ultimate global model. 

Furthermore, problems with data quality, like insufficient, unclear and unlabeled data, might 

arise while the collection of data, transportation and interpretation. These could have a 

substantial effect on the use of data in decision making [27]. 

B. Training Phase 

Edge nodes work with the central server to update the global model throughout each 

round of the training process, which lasts until a particular number of iterations have been 

completed or a predetermined level of accuracy has been attained. The primary actions in 

each training round include [28][29]: 

• A selection of nodes is chosen by the central server. Different factors can be taken into 

account for this purpose; for instance, in an Internet of Things (IoT) environment, machine’s 

computational resources might be used to choose the trustworthy edge nodes to take part in 

the training session. 

• The central server sends to the chosen nodes the global model’s parameters and weights. 

• By employing Stochastic Gradient Descent (SGD) [30] and unique local data in a training 

process, the various nodes modify the parameters and weights of the global model. In the 

case of an IDS system, it is made to carry out the training utilizing each node’s local internet 

traffic. The learning rate in this situation reflects the local training cycles performed by a 

node using its private data set prior to upgrading the global model. 

• The nodes then submit to the central server the revised model’s parameters and weights. The 

server combines all the parameters and weights into an updated global model, which will be 

utilized in the subsequent training phase, depending on the aggregation technique being used. 

A round is a name given to the process in which nodes train their models, modify the global 

model and transmit the results to the centralized server for aggregation. A round is a name 

given to the process in which clients train their models, update the global model and send the 

results to the server for aggregation. There are other different algorithms that can be taken 
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into consideration for this procedure, including Fed Prox [31] and the more current Fed+ [32] 

of which Fed Avg is the most popular aggregation method. 

C. Prediction Phase 

The robustness of a learning system under attack should be investigated by a classifier 

because machine learning techniques are not intrinsically adversary aware. Because of very 

slow pace of currently offered works based on cryptography for privacy preserving ML 

techniques, [33] first demonstrated that RF could be naturally applicable in a fully distributed 

architecture, and then developed protocols for RF to empower overall and productive 

distributed privacy preserving data analysis. 

1) Random Forest (RF): The ensemble supervised machine learning method known as 

Random Forest (RF) is frequently used for classification and regression problems [34]. The 

decision tree is typically used by RF as the base classifier and many decision trees are 

generated to produce predictions [24], where the randomness is offered in 2 distinct ways: 

bagging technique and random selection of input characteristics. It is built on the idea of 

ensemble methods, which is a technique of integrating various classifiers to address difficult 

issues and enhance model performance. For an improved Random forest classifier, there 

should be some actual values in the dataset for the dataset’s feature variable to predict true 

outcomes rather than a speculated result and each tree’s predictions must have extremely low 

correlations. Random Forest works as two phases. First, N decision trees are combined to 

generate the random forest and then predictions are made for each tree that was produced in 

the first phase. The work flow can be enumerated as: 

• Pick K data points at random from the training set. 

• Construct the decision trees linked to the chosen datasets (Subsets). 

• Select N for the size of the decision trees that are intended to be constructed. 

• Find each decision tree’s recommendations for any latest data values and then place them in 

the group that receives the most votes. 
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Figure 3 Model iterations 
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2) Federated Forest: The conventional method of prediction necessitates several rounds of 

interaction between the master (central server) and clients (edge nodes). The communication 

needs for predicting will become a significant burden when the number of nodes, the 

maximum tree height and the sample is big. To address this, federated forest prediction 

algorithm [35] is followed. Each client starts by forecasting samples using the individually 

stored model. Each sample enters the binary tree for the tree Ti on the ith client from the parent 

node and eventually lands in one or more leaf nodes. Whenever the sample set passes over 

each node, if the network retains the partition information there, the split threshold is checked 

to determine whether this sample enters the left or right sub tree. The sample enters both the 

left and right sub trees concurrently if the model lacks split information at this node. Second, 

until every test falls into one or many leaf nodes, the route of the node in the tree is decided 

iteratively. Each leaf node of the forest Ti on the edge node will retain a bunch of 

observations once this operation is complete. Third, the central server computes the outcome 

after taking the convergence for each leaf. The samples that each node in the tree on the full 

tree T is then already linked to the outcomes. 

Thus, each device will have a local copy of centralized machine learning program that users 

can utilize as necessary. The model will now progressively pick up knowledge and train on 

the data entered by the user, becoming periodically smarter. The training results from the 

machine learning app’s local copy are then permitted to be transmitted from the edge devices 

back to the main computer. Multiple devices with a local copy of the app experience this 

same process simultaneously. The findings will once again be combined in the central server 

excluding user information. Based on the combined training results, the central cloud server 

now upgrades its predictive model, which is much more effective than the prior iteration. 

Nodes update the app with the wiser model made out of the own information, and the 

developer upgrades the model to a revamped model. The model iteration is represented in 

Figure 3. 

D. Results and Discussion  

The proposed architecture is validated in the real time cloud deployed in Azure single 

node instance. Further, a secured perimeter is created with multiple IDPS system. The entire 

technology stack relies on Elastic Search, Logstash and Kibana for data management. Figure 

4 shows the hyper parameter results used in the proposed architecture. It is clear that the 

training, testing (Refer Figure 5) and validation score are as expected.  
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Figure 4 Hyper parameter results 

 

 
Figure 5 Threat Intelligence – Anomaly score  
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E. Advantages of the proposed model 

The following benefits are provided by the incorporation of threat intelligence and 

analysis into the edge nodes: 

• Accelerated Interpretation: Analyzing data flow at the edge servers produces fast results for 

services that use pre-trained deep learning models to generate categories or suggestions. The 

main cause of this is the reduction of data transmission delay between the edge system and 

the cloud. 

• Information Locality: Information rarely leaves the edge device since it conducts the majority 

of data visualization and interpretation. Maintaining data location is essential for preserving 

secrecy in applications like healthcare monitoring, spatial localization and others. 

• Data privacy: Applications like medical devices run a confidentiality risk when uploading 

sensitive data to the cloud. A breach of privacy in these circumstances could literally mean 

life or death. Thus, keeping data local helps protect end user’s privacy. 

• Learning in a group is simpler: Federated learning significantly reduces the amount of time 

and effort required for the data gathering and labelling process, as opposed to requiring the 

collection of one enormous data set to train a machine learning model. 

 

IV. CONCLUSION 

An intelligence security management system can benefit from the many facets of 

machine learning, which can improve several different components of the system. Due to 

their benefits over centralized information learning approaches, FL methodologies have 

received a great deal of interest in recent years. Throughout this work, we dispensed an 

outline of the current works for integrating FL in the creation of IDS methods for edge 

devices. We considered the potential challenges that traditional edge computing technologies 

may face and propounded a federated learning framework for threat intelligence in edge 

computing. As a matter of fact, as compared to cloud AI, edge AI that is based on deep 

learning is more efficient, effective, resilient and up to date. Almost always, whether in terms 

of cost, effectiveness or convenience, ensuring security requires some kind of compromise. 

While some trade-offs are expensive and have very little impact, others are very efficient and 

cheap. With a strong design approach, privacy must be prioritized over other design criteria 

and determined on an application-by-application basis. It will be necessary to look at 

performance, effectiveness and reliability metrics to optimize the efficiency of the 

aforementioned framework. 
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