
Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 

2326-9865 

 

 
1625 

 
 

Vol. 71 No. 4 (2022) 

http://philstat.org.ph 

 

 

Deep Learning-Based Tracking System for the Transition from 

Unhealthy to Healthy Lifestyles based on Indications Found in 

Social Media 

 

Digvijay Singh
1
, Sachin Sharma

2
, Rahul Bhatt

3 

1, 2, 3
Assistant Professor, Computer Science & Engineering, School of Computer Science & 

Engineering, DevBhoomiUttarakhand University, Chakrata Road, Manduwala, Naugaon, 

Uttarakhand 248007 

1
socse.digvijaysingh@dbuu.ac.in, 

2
socse.sachin@dbuu.ac.in, 

3
socse.rahul@dbuu.ac.in 

 

Article Info 

Page Number: 1625 - 1633 

Publication Issue: 

Vol 71 No. 4 (2022) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Abstract 

Both the data compression and the data analysis research disciplines have 

been given a boost as a direct result of the widespread use of high-

definition CCTV camera video. A third problem for the community that 

deals with video surveillance is the rising awareness of individuals about 

the sensitivity of their private information. This difficulty generates a need 

for the community to additionally include privacy protection. In this 

research, we propose a deep learning-based object tracking method that 

makes use of compressed domain residual frames in an effort to address 

the aforementioned demands. The aim is to be able to provide a public 

visual representation for data analysis that is respectful of individuals' 

right to privacy. In this piece of work, we investigate a situation in which 

the tracking is done directly on a constrained portion of the information 

recovered from the compressed domain. For the purposes of training and 

testing our network, we make sole use of the residual frames that have 

already been produced by the video compression codec. This very 

condensed representation also functions as an information filter, reducing 

the amount of confidential information that can be gleaned from watching 

a video stream. We are able to demonstrate that the use of residual frames 

for object tracking based on deep learning can be just as successful as the 

use of traditionally decoded frames in the same situations. To be more 
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specific, the use of residual frames is especially useful in straightforward 

video surveillance situations that include continuous flow that does not 

overlap. 

 

Keywords: TM, ATAM, Ida, health transition, and fitness transition are 

some of the keywords. 

 

 

1. INTRODUCTION 

In the current climate, a significant source for evaluating all aspects of day-to-day living is the 

social media that has emerged in recent years. To be more precise, Twitter is used to monitor 

public health in order to identify early indications and symptoms and to assist in the caretaking 

of people living in tremendous worldwide regions. Twitter has become an incredible resource for 

gathering statistics that may be used for early monitoring and forecasting in a variety of fields, 

including politics, emergency management, and fitness. In the health and fitness industry, the 

capability to simulate treatment changes for illnesses and to identify what the public need is 

available. For example, "people talk about smoking and cigarettes before talking about 

respiratory problems," or "people talk about headaches and stomach pain in any order," benefits 

syndrome surveillance and allows levelling of behavioural danger elements and motivates 

awareness of maintaining a proper balance in one's health. In this study, we make two 

statements: the first is about the difficulty in detecting a health transition, and the second is about 

the challenge in accurately predicting a fitness transition. In order to solve the problem of 

detection, we developed a system called TM–ATAM, which models the temporal transitions of 

several health-related subjects. T–ATAM is a one-of-a-kind method that reveals hidden 

infections inside tweets by supposing that the current day's time is an unknown variable within 

ATAM. We advocate using this method as a solution to the challenge of making accurate 

predictions. Considering present-day time as an unknown variable is vital to anticipate the 

dispersed exchange in the health-associated discourse on Twitter. 
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2. Motivation 

The capability to track both the transitions similar and to search definitions will be "humans 

speak about smoking and cigarettes before talking about respiratory issues," or "humans speak 

approximately headaches and stomach pain in any order," which benefits surveillance and allows 

degree behavioural hazard factors and reason to find needful for public [1]. In the field of health, 

this functionality will be "humans speak about smoking and cigarettes before talking about 

respiratory issues." 

3. Problem Statement 

There is currently no method through which we are able to monitor a person's health, which is 

dependent on the activities they do on a daily basis. People in every region of the world 

participate in some kind of social media activity as part of their daily routine. The impact of 

social media can be taken into consideration in the differential assessment of numerous health 

problems for the duration of more youthful humans because it serves as a platform on which 

people can proportion and speak their perspectives and reviews. Many people also proportion 

their facts in large-motive social media. It's possible that you should point them in the direction 

of some high-end health care organizations or gift them some outdoor gear [2]. This 

demonstrates a reduced capacity for self-law as well as an increased risk of exposure to look 

stress and exploration. 

4. Objectives 

The purpose of the program offers a number of advantages all at once, the most notable of which 

is the availability of quick data with absolutely no fee. Early monitoring of fitness facts is a 

useful adjunct to post-factum research and enables a number of applications, including the 

assessment of behavioral risk factors and the initiation of fitness programs. Both of the concerns 

of health and fitness transition monitoring and prediction are taken into consideration in this 

article. 

5. Scope 

The goal of the project is to take advantage of the fact that social media has emerged as the most 

reliable source of data for analysing all aspects of typical living [3]. This program has a special 
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function for people health monitoring, which involves looking for any symptoms or signals of 

the well-being of populations in specified worldwide locations. 

6. The Work That Is Being Proposed 

This is the number one method that can guarantee to accept of any prior signs on previously 

submitted tweets in the Proposed System. This was determined based on the pleasantry of all 

records. Tells stored records version, and the all gift problem depend on various versions of 

tweets LDA and team, providing a correct approach to keep health monitoring and updating prior 

records; nonetheless, it presents some challenges, and we detail the introduction of our two 

models [4]. This article provides a comprehensive technique that also includes several associated 

experiments. It includes artwork that is relevant to the topic. 

7. Functional Requirements 

Tokenization is one of the data mining techniques that will be used in this section of the Post 

Analyzer to analyze user-uploaded posts. 

2. Elimination of stop words 

3. Case folding 

4. Stemming 

5. The exploitation of keywords 

Medicine: In this portion of the article, the retrieved keywords are processed with the help of the 

machine learning algorithm K-means to produce clusters, which are then classified in order to 

provide a medication recommendation [5]. 

Implementation of the System: Three-Phase Method of Implementation Implementation 

Methodology of the Project 

Protection for the system 

The acquisition of the hardware design and the software design is a critical step before moving 

on to the implementation phase. As soon as the software that will be used for the system has 

been written and testing has been completed, the process of making the newly designed system 

fully operational and consistent in performance [6] may begin. 

In the process of implementation, one of the most important steps is to make certain that there 

will be no interference with the normal operations of the business. Utilizing meticulously 
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prepared tests for evaluating all of the content that was produced on the old system is the most 

effective strategy for acquiring control while simultaneously implanting any new system. Text 

files need to be produced on the old system, moved over to the new system, and used for the first 

test of each program [7] before production files can be used to test data. These files will then be 

used for testing data.Users are able to log in to the application by providing their credentials. 

Data Gathering: The program gives the user the ability to collect data. 

Data Segregation: This step involves storing all of the data in a repository and running it so that a 

comprehensive report may be generated for statistical analysis. All data points for a particular 

resource during a defined time period will be observed and recorded [8]. 

Algorithms 

 

KNN Algorithm 

The K-nearest neighbors (KNN) collection of rules is a kind of supervised machine learning 

(ML) set of policies that can be used for both splendor and regression prediction problems. On 

the other hand, its primary use is in the field of organizational type predicting issues. The 

following examples of houses may also and also be used to define KNN effectively. 

• Lazy analysing set of policies KNN is a lazy analyzing set of policies because it does not have 

a dedicated education section and uses all of the facts for education at the same time as 

magnificence. In other words, it uses all of the data for both purposes simultaneously. 

• A non-parametric learning set of rules KNN is also a non-parametric learning set of regulations 

due to the fact that it does not depend on any aspect about the underlying data. 

The Process Behind the KNN Algorithm 

K-nearest neighbors (KNN) is a series of recommendations that makes use of 'feature similarity' 

to look earlier to the values of fresh datapoints. This similarly means that the current day 

statistics detail may be allocated a price depending on how well it fits the variables within the 

training set. With the use of the steps that are listed below, we are able to identify its walking: 

Step 1: In order to implement any given hint set, take all of the data that has been saved. 

Therefore, as part of the KNN procedure for step genuinely without a doubt one, we need to load 

the education further in order to examine the data. 
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Step 2: Perform a test on the data set and upload a picture of the ground. 

Step 3: Train the data set using trained photos of the soil. 

3.1 – Find the average distance between each field of the education data with the assistance of 

either the Euclidean, Manhattan or Hamming distance technique primarily. This may be done by 

using any of the three methods. The Euclidean method is the one that is utilized the vast majority 

of the time to calculate distance. 

3.2 At this time, arrange the costs in increasing order mostly based on the distance travelled. 

3.3 Now, it will designate a class to the check detail based on the maximum typical splendour of 

those rows. This decision will be made automatically. 

Step 4 – End 

In this part of the project, we are tasked with analyzing precise adequate charge using educate 

statistics set utilizing KNN approach like Euclidean, Manhattan, in which we cluster the values 

depending really honestly on the closest distance. Specifically, we are looking at: Here, we get 

the closest matches of soil to test data from the train statistics set. After that, we search for the 

NPK pricing using the model that is presented below. 

 

 

Image1: 

 

Let's use a blue famous person (BS) as our test record set. Right now, we want to figure out the 

NPK forestall halt give up the outcome, so let's keep it in mind. 

https://www.analyticsvidhya.com/wp-content/uploads/2014/10/scenario1.png
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BS can only be in the RC cluster (which stands for train dataset) or the GS cluster (which stands 

for train statistics set), and not any other cluster. The "K" in the KNN set of norms refers to the 

closest neighbours whose votes we have to take into consideration. Let's assume that K is equal 

to three. As a result, we are now in a position to draw a circle with BS serving as its centre, and 

this circle may be as big as necessary to encircle only three data points on the plane. 

 

 

Image2: 

 

The three elements that are most closely related to BS are all RC. As a consequence of this, 

provided that we have enough level of self-assurance, we are in a position to assert that the BS 

ought to be a member of the splendor RC cluster. When it came to this part of the process, the 

selection was quite clear since all three of the candidates who were located closest to their 

neighbours were chosen for RC. Within the context of these recommendations, the selection of 

the parameter K might be of critical significance [9]. 

 

CONCLUSION 

Over the course of many years and using a variety of resources, we have developed methods to 

identify ailments. We defined concerns relating to the detection and prediction of fitness 

transitions, as well as identified several versions to rectify these issues. Tracking and describing 

https://www.analyticsvidhya.com/wp-content/uploads/2014/10/scenario2.png
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the route using TM–ATAM, a granularity-primarily based model that is used to arrange location-

specific evaluation that results within the present day as an unknown variable. The very granular 

structure of T–ATAM results in significant gains in modeling and forecasting the progression of 

health-related tweets. We feel that our approach is applicable to one-of-a-kind domain names 

that deal with time-sensitive matters like disaster management and issues pertaining to national 

safety. 

 

FUTURE ENHANCEMENT 

The current method is being built only for the purpose of increasing public awareness. In the 

future, this might be improved by producing an android app for encrypting data, being able to 

create for many files, and establishing online services for quick processing. 
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