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Abstract— Opinion mining has become one of the most sought-after 

interests by researchers because of the advent of the internet and relevant 

technologies. Analyzing people's opinions and emotions or sentiment 

analysis is a subdomain of text classification under NLP. Feature vectorizer 

is a technique in sentiment analysis frequently used in machine learning 

approaches to improve classification performance. However, working with 

multiple categories of sentiments becomes challenging in the machine 

learning approach using TF-IDF vectorizer as a word tends to be spread out 

in various classes. In this paper, EMONO, a supervised feature vectorizer 

with variants TF and SRTF, was implemented to answer the problems in 

the appropriate representation of terms in multiple sentiments due to a 

term's short-distance frequency. Results showed for Sentiment Analysis that 

an EMO value of 3 obtained 74% for KNN and 82% for SVM using 

EMONO variants compared with 69% of KNN and 81% for SVM in TF-

IDF, respectively, on the Commodity News (Gold) dataset. It is evident that 

EMO that sets extensions of inter-classes coverage in max-occurrence 

values in EMONO vectorizer improves the classification performance in 

sentiment analysis with multi-classes. 

Index Terms- EMONO Variants, Sentiment Analysis, Short-distance inter-

class, TF-IDF 

I. INTRODUCTION 

Sentiment analysis, often called opinion mining is one of the subdomains of Text Classification 

(TC). A widely studied area where the polarity of the sentiments within the natural language is 

investigated through different approaches to improve customer service, discover trends in the 

market, find problems, understand the target audience, etc. Internet and developing technology 

promote the dramatically increased volume of data, primarily through social media [1]. 

Feature vectors play a significant role in sentiment analysis as it affects the classification 

results. The famous feature vectorizer comes with TF-IDF [2]–[5]. TF-IDF is an unsupervised 

method of weighting terms to extract, select, and assign weight to terms in sentiment annotated 

text in binary and multiclass classification. However, in literature, supervised term weighting 
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schemes outperformed the unsupervised approach in text classification and are favored in TC 

[6]. 

Sentiment analysis with multiclass is more challenging than binary classification with only 

positive and negative sentiments [7]. The text is spread out in different emotions in a multiclass, 

and identifying the category becomes challenging using an unsupervised feature vectorizer. In 

a supervised feature vectorizer, the utilization of the inter-class information improves the 

classification [8],[9]. However, in multiclass sentiment analysis where terms are statistically 

counted, the words or features tend to occur in many sentiments, e.g., the term ‘gold, price, and 

increase’ appears multiple times in positive, negative, neutral, and irrelevant classes where 

inter-class distance information is required [10]. 

This paper aims to address the short-distance frequency of a term in inter classes for sentiment 

analysis using supervised feature vectorization techniques TF-EMONO and SRTF-EMONO 

[11]. Short-distance frequency of a term occurs when the total document frequency value is 

more than 50 percent in the succeeding sorted category. 

The succeeding sections of this paper are ordered as follows. In Section 2, the literature review 

contains two subsections discussing the related works in sentiment analysis and multi-class text 

classification. In Section 2, the methods used to conduct this study. Section 4 discusses the 

results of the text classification performance with its success measures, and finally, in Section 

6, the conclusion and recommendation is presented. 

II. LITERATURE REVIEW 

This section presents the relevant works of literature for multiclass sentiment analysis. It is 

divided into sub-sections. This first section is about sentiment analysis and the second section 

is about multiclass text classification 

A. Sentiment Analysis 

Investigating people’s emotions through analyzing text using computational linguistics is a 

data mining technique called sentiment analysis. Machine learning and lexicon-based approach 

are the two main strategies used to obtain sentiments from tweets and reviews with their given 

polarity positive, negative, and neutral [12]. The lexicon-based approach [13]–[15] has been 

successfully used in many applications, such as developing a cross-lingual Malay language 

using Twitter data [16]; sentiment analysis research focuses commonly on the English language 

lexicon. However, the machine learning approach [17]–[19] dominates the applications of 

sentiment analysis through the use of learning algorithms such as SVM, KNN, Random Forest, 

and DT [20]–[22].  

The opinion mining techniques fall under text classification, commonly evaluated by Precision, 

Recall, Accuracy, and F-measure. Extraction of terms of features in natural language text is 

one of the core components of text analysis. In order to proceed, terms should be modeled as 

feature vectors and will be assigned weights according to their relevance within the entire 

document. A feature vectorizer often used in sentiment analysis is the TF-IDF. Since then, TF-

IDF has been a machine learning tandem to vectorize the text documents, especially with 
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annotated sentiments to classify the documents and automatically predict the new text’s 

feelings or opinions. 

B. Multi-class Text Classification  

Binary text classification has been commonly used in sentiment analysis with positive and 

negative polarities. However, nowadays, people's feelings are explicitly expressed in product 

reviews and tweets. It has now added neutral and other sentiments, adding multiple categories 

for sentiment analysis as subdomains in text classification. 

In Multi-class text classification using a feature vectorizer, there are two primarily used 

methods supervised and unsupervised extraction, selection, and assigning weights to terms. In 

literature, the unsupervised way used TF-IDF because it does not consider the information of 

the sentiments or class in setting weights to terms. Meanwhile, supervised methods include 

sentiment information in adding weights to texts [8],[9]. The class information, such as the 

inter-class values, refers to the amount of occurrence of a term in every sentiment. Since the 

multi-class dataset is often imbalanced, the number of inter-class values fluctuates in every 

term. Reviews and literature enforce that the supervised way is the suggested approach as a 

feature vectorizer in using the machine learning approach. It outperforms the unsupervised 

vectorizer in classifying performance [6],[23],[11]. 

 

Fig. 1. Framework of the Study
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III. METHODOLOGY 

This section presents the methods and techniques of how the study is conducted. The 

framework is shown in Fig.1 as the overall workflow in addressing the short-distance inter-

class frequency of a term in multi-class sentiment analysis. 

A. Dataset 

The benchmark dataset used in this paper is the Commodity News (Gold), a news dataset for 

the commodity market that manually annotated 11,412 news headlines across multiple 

dimensions into various sentiments. It is one of the most used imbalanced datasets favored for 

sentiment analysis. The data is split into 70% for training and 30% for test data. There are a 

total of 14,412 news documents with four classes as sentiments: positive (4759), negative 

(4138), neutral (448), and irrelevant (2067). 

B. Pre-processing 

The following are the pre-processing steps to prepare the dataset in this study: 

1. Each text in the corpus was transformed into lowercase characters. The method was used to 

uniformly treat all text equally because the term “Gold” was not treated with “gold.” 

2. The stop-words such as “the,” “an,” “or,” etc., were removed from the text documents. These 

words were the common words that exist in any language. The primary purpose of omitting 

stop words is to obtain more relevant and significant terms in the text corpus. The number of 

essential terms represents the text category. 

3. In the feature, vectorization text is tokenized to get the single terms to assign individual 

weight values. There are two tokenization performed within data pre-processing. The first is 

eliminating special characters within the terms through a regular expression. Next is to obtain 

single terms. 

4. Stemming was implemented with the tokenized texts to treat terms with similar meanings 

uniformly. The Porter stemming is preferred to use in this paper. This was done to reduce every 

term and transform it into its root word. 

5. The terms that seldom occur were omitted. If the words appear more than once, they are 

retained as features. 

C. TF-IDF 

The Term Frequency Inverse Document Frequency is a method used to compute the score of 

every term signifying the term’s relevance within the documents and the corpus. It is an 

unsupervised feature vectorizer because it does not consider class information in setting 

weights to terms. Class information refers to the information about the categories 

belongingness to every document, such as the number of classes pertaining to certain 

documents and the like. To generate the features using TF-IDF, Term Frequency in (1) is 

multiplied by Inverse Document Frequency in (2), as shown in (3). 
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𝑇𝐹(𝑡)

=
(𝑁𝑜. 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑡𝑒𝑟𝑚 𝑡 𝑎𝑝𝑝𝑒𝑎𝑟𝑠 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡)

(𝑇𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡)
 

(1) 

𝐼𝐷𝐹(𝑡)

= 𝑙𝑜𝑔 (
𝑇𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑁𝑜. 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑤ℎ𝑒𝑟𝑒 𝑡𝑒𝑟𝑚 𝑡 𝑎𝑝𝑝𝑒𝑎𝑟𝑠
) 

(2) 

𝑇𝐹 − 𝐼𝐷𝐹 =  𝑇𝐹(𝑡) ∗  𝐼𝐷𝐹(𝑡) (3) 

 

D. TF-EMONO and SRTF-EMONO Feature Vectorizer 

The Extended MONO with Term Frequency and Squared-root of Term Frequency variants is 

a supervised feature vectorizer used in text classification. EMO parameter holds value for 

classes covered in max-occurrence computation. The j classes in (4) are the sorted document 

frequencies of a term. Let us assume that the EMO parameter holds the value of 2 where 1 <

𝐸𝑀𝑂 < 𝑑𝑖𝑗−1.The max-occurrence is computed in (5) while normalized non-occurrence in (6). 

The EMONO local and global weights for feature vectors are calculated in (7). Finally, in (8), 

the EMONO variants with term frequency and squared root of term frequency are computed. 

𝑠𝑜𝑟𝑡𝑒𝑑_𝑑𝑓𝑡𝑖 = {

𝑀𝑂

𝑑𝑖3, 𝑑𝑖1⏞    

𝑒𝑞
|,

𝑁𝑂

𝑑𝑖4̅̅ ̅̅ , 𝑑𝑖5̅̅ ̅̅ , … , 𝑑𝑖𝑗̅̅ ̅̅ , 𝑑𝑖𝑗−1̅̅ ̅̅ ̅̅ ̅⏞            

𝑒𝑞

} (4) 

𝐸𝑀𝑂𝑡𝑖 =
𝑀𝑂𝑡𝑖1 +𝑀𝑂𝑡𝑖2

𝐷𝑡𝑜𝑡𝑎𝑙(𝑀𝑂𝑡𝑖1 +𝑀𝑂𝑡𝑖2)
 (5) 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑_𝑁𝑂𝑡𝑖 =
𝑁𝑂𝑡𝑖1 +𝑁𝑂𝑡𝑖2

200
 (6) 

𝐸𝑀𝑂𝑁𝑂𝐿𝑜𝑐𝑎𝑙(𝑡𝑖)

= 𝐸𝑀𝑂𝑡𝑖
∗  𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑_ 𝑁𝑂𝑡𝑖 

𝐸𝑀𝑂𝑁𝑂𝐺𝑙𝑜𝑏al(ti)

= [1 + α

∗ EMONOLocal(ti)] 

(7) 

TF − EMONO = TF(ti, dk)

∗  [EMONOGlobal(ti)] 

SRTF − EMONO

= SRTF(ti, dk)

∗  [EMONOGlobal(ti)] 

(8) 
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E. Machine Learning Algorithm 

The Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) [22]–[25] are utilized to 

classify documents from the benchmark Commodity News (Gold). These two learning 

algorithms top the list of classifiers frequently used in binary or multiclass sentiment analysis 

classification tasks. 

F. Success Measures 

The metrics to evaluate this study is Accuracy and F1 scores (10). F1 score is primarily used 

in an imbalanced dataset derived from Precision and Recall (9).

Precisionck =
TPck

TPck + FPck
 Recallck =

TPck
TPck + FNck

 (9) 

Accuracy

=
2 ∗ ∑ TPck

c
k

2 ∗ ∑ TPck + ∑ FPck + ∑ FNck
c
k

c
k

c
k

 
F1ck =

2 ∗ Precisionck ∗ Recallck
Precisionck + Recallck

 (10) 

IV. RESULTS AND DISCUSSION 

The classification results of the multi-class sentiment analysis were examined in this section, 

along with the utilization of the learning algorithms SVM and KNN to address inter-class 

distance in document frequency of a term. 

Fig. 2 shows the unique features extracted from Commodity News (Gold) sentiment analysis 

dataset. The features were filtered and selected after data pre-processing was performed. Of the 

total 14,412 news documents, only 3,203 features were generated and used for this study. The 

generated features displayed in Word Cloud are taken from the maximum p-values using chi-

squared. 

Table I shows the top ten inter-class document frequency values that statistically counted from 

the total number of documents in the term. The values will determine the number of classes or 

extensions for the EMO parameter of the feature vectorization using TF-EMONO and SRTF 

EMONO. If EMO = 2, then two categories or classes of sentiments covered the extended max-

occurrence and normalized non-occurrence. 

 In Fig. 3, the supervised feature vectorizer outperformed the unsupervised technique. EMO 

value sets the extension for the EMONO variants with TF and SRTF addressing short-distance 

inter-classes. EMO value of 3 has the promising results of accuracy and F1 scores for both TF 

and SRTF variants of EMONO. 

In Table II the comparative results of the classification performance for unsupervised (TF-IDF) 

and supervised (TF-EMONO and SRTF-EMONO) feature vectorizer techniques, along with 

the accuracy and F1 scores of the metric, are shown. It can be seen that the feature vectorizer 

technique for KNN has the lowest accuracy value of 67% for TF-IDF and the highest value of 
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74% for TF-EMONO with EMO = 2  and SRTF-EMONO with EMO = 3. However, SVM has 

the higher classification performance in terms of accuracy, with its lowest value of 81% for 

TF-IDF and 82% for EMONO variants in all EMO values. 

Fig. 2. Word Cloud for Extracted Features 

TABLE I.  TOP TEN FEATURES WITH INTER CLASS DOCUMENT FREQUENCY VALUES

Features 
Inter-class document frequency (Sentiments) 

Positive Negative Neutral Irrelevant 

gold 4759 4137 448 2067 

futur 952 837 39 89 

trade 406 376 135 125 

price 653 577 127 231 

gain 1074 171 23 41 

settl 524 489 4 18 

dollar 449 4 74 54 

silver 358 333 29 159 

lower 60 776 2 10 

fall 76 748 4 29 
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TABLE II.  COMPARATIVE RESULTS OF DIFFERENT FEATURE VECTORIZATION

Vectorizer Category 

KNN SVM 

Accurac

y 

F1-

weighted 

Accurac

y 

F1-

Weighted 

TF-IDF 
Unsupervise

d 
67% 67% 81% 81% 

TF-EMONO EMO=2 Supervised 74% 73% 82% 82% 

TF-EMONO EMO=3 Supervised 74% 74% 82% 82% 

SRTF-EMONO 

EMO=2 
Supervised 73% 73% 82% 82% 

SRTF-EMONO 

EMO=3 
Supervised 73% 73% 82% 82% 

Fig. 3. Comparative result with machine learning classifier 
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V. CONCLUSION AND RECOMMENDATION 

The inter-class information for the supervised feature vectorizer that is implemented in multi-

class sentiment analysis was examined in this study. The short-distances inter-class that refers 

to the separation between sentiments are the values of inter-class document frequency of a term 

determined by the value of EMO using TF-EMONO and SRT-EMONO vectorizer. The results 

of the conducted experiment show that the EMO value of 3 has the highest classification 

accuracy value of 74% in KNN and 82% in SVM classifiers compared with 67% in KNN and 

81% in SVM in TF-IDF. Moreover, in a multi-class sentiment analysis with four classes EMO 

value of 3 is the preferred number of extensions used for EMONO variants, which improves 

classification performance. It is evident that supervised (EMONO) outperformed the 

unsupervised (TF-IDF) feature vectorization techniques in text classification of multi-class 

sentiment analysis. It is recommended that the EMONO variant be applied with different 

feature selection strategies.
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