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Abstract:There are currently over 600 types of mental disorders that cause 

several deaths each year. Machine learning techniques can now predict the 

exact nature of a disorder and its severity. The use of machine learning 

techniques has increased the rationality of the prediction. One of the most 

prominent applications of this technology is in the detection of brain 

tumors. In this paper, we present a variety of methods that are designed to 

perform brain tumor analyses using machine learning. The objective of this 

paper is to review the literature on the subject and provide a comprehensive 

analysis of the various applications and achievements of machine 

learning in the diagnosis and treatment of neurological disorders. One of 

the most common methods of diagnosing brain tumors is through the use of 

magnetic resonance imaging. 

Index Terms: Predictions, MRI, Machine Learning, Learning, Disorders, 

Data Mining, brain Tumors. 

1. Introduction 

Although it is well recognised that mental problems may have an impact on a person's 

psychology, they do not have an immediate bearing on a person's physical health. Because of 

the rise in the incidence of these conditions, one person in every four around the globe is 

currently afflicted by one of these conditions. When compared to the number of persons who 

can treat other illnesses and disorders, the number of people who are capable of treating 

mental illness is quite a bit lower. Because of this, it is essential that we make use of a variety 

of approaches, such as machine learning, in order to enhance the efficacy of mental health 

treatment. 

Deep learning, supervised learning, reinforcement learning, and evolutionary learning are the 

four primary subfields that fall under the umbrella of machine learning methods. The data 

collection from the brain via the use of a brain computer interface system is the purpose of 

these procedures. There are four different steps that may be taken to complete this procedure. 

The human brain is the organ with the highest level of complexity in the body. It is comprised 

of billions of cells, all of which are actively collaborating to produce a wide array of tissues 

and organs. A tumour of the cerebrum may form if the brain has an abnormally high number 

of cells. A cell test network has an influence on the way in which the mind functions. 

The manner in which brain tumours are classified determines how severe their symptoms are. 

Tumors of a high grade are those that have the potential to metastasize, or spread, to other areas 

of the body. On the other hand, benign tumours are regarded to be less dangerous than 

malignant ones since they are unable to spread throughout the body. A malignant tumour has 

the potential to grow rapidly and has the ability to metastasize, or spread, to other organs and 
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tissues. It is possible for it to begin in the cerebrum, which is notable for being the most 

malignant of all tumours. It is also possible for it to spread to the mind, a process that is known 

as an auxiliary dangerous tumour. The use of MRI technology is among the most significant 

aspects that researchers take into consideration when determining the severity of brain 

tumours. They may be able to differentiate between the various kinds of cancers with the use 

of this imaging method. 

When it comes to determining the severity of brain tumours, one of the most significant 

considerations that scientists give attention to is the use of magnetic resonance imaging (MRI), 

which generates an enormous quantity of data as a result of its operation. They may be able 

to determine the various sorts of tumours with the use of this imaging equipment. Using the 

information obtained from the scanner, researchers are also able to carry out a variety of 

computations that are connected to the imaging process. To achieve high levels of production 

over the course of several years, a broad variety of machine learning approaches have been 

extensively used. One of them is known as "deep learning," and it refers to a certain kind 

of computer software that can do out complicated calculations without using a very large 

number of hubs. In recent years, a novel kind of machine learning called as deep learning has 

been created. This form of machine learning is capable of doing very well when it comes to 

the analysis of intricate relationships. 

The advent of new therapeutic image inspection tools has been made possible thanks to the 

development of a wide variety of data innovation strategies. Restorative informatics, 

bioinformatics, and image analysis are all examples of these types of technologies. 

Gliomas, which are among the most prevalent forms of brain tumours, are responsible for 

around 80 percent of all malignant brain tumours. Gliomas may also arise in benign brain 

tissue. Even though the specific elements that put a person at risk for developing this condition 

have not been pinpointed, there is a widespread belief that it may result in cancer. The 

information shown in Figure 1.2 demonstrates that cancer may be caused by a wide variety of 

different forms of brain tumours. 

The objective of the researchers is to devise an accurate tumour grading system that will be of 

assistance to them in the process of developing efficient treatment strategies. In the process of 

diagnosing medical conditions, using a combination of multi-parametric analysis and the ADC 

histogram may assist in differentiating between tumours with low and high accuracy. The 

purpose of this study is to perform a literature search on previous research about the use of 

deep learning models to the examination of medical imaging. The topics pertinent to this 

investigation are the primary focus of the first portion of the questionnaire. After that, we go to 

the next step where we investigate the surveys that are already available on CNN. When 

it comes to determining the severity of brain tumours, one of the most significant 

considerations that scientists give attention to is the use of magnetic resonance imaging (MRI), 

which generates an enormous quantity of data as a result of its operation. The use of artificial 

intelligence (AI) in the area of medical imaging has resulted in the creation of new diagnostic 

tools that may assist clinicians in distinguishing between the many kinds of brain tumours. The 

use of artificial intelligence (AI) in the area of medical imaging has resulted in the creation of 
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new diagnostic tools that may assist clinicians in distinguishing between the many kinds of 

brain tumours. The capability of artificial intelligence to automatically detect intricate patterns 

in the data is one of the primary benefits of using AI in this sector. This technology is being 

put to use in the creation of a broad variety of applications that are presently in development. 

Imaging using magnetic resonance is often used for the purpose of diagnosing brain cancers. In 

the field of medical imaging, this particular sort of imaging is applied to view aberrant tissues 

inside the body. The accuracy of the different techniques and procedures that are now being 

created for the categorization and segmentation of brain tumours is still a serious concern, 

despite the fact that severaltechniques and methods are currently being developed for the 

purpose. In the subject of segmentation, new methods and techniques are introduced on an 

annual basis. These new methods and techniques are designed to overcome the constraints of 

the older approaches. Deep learning strategies are often regarded as the most effective tool for 

recognising and eliciting the characteristics included inside MRI scans. Synthetic neural 

networks are intended to behave in a manner analogous to those of neurons and the brain. 

These networks are capable of doing computations based on the inputs they receive. If the 

classification category is shown on the output layer of a deep learning network, then this 

indicates that the model is being utilised in the capacity of a classifier. CNNs are a specific 

kind of deep neural network that are often used in the process of picture classification and 

segmentation. Because of its capacity to extract a variety of characteristics from the data, its 

effectiveness has been significantly increased. 

The capacity of artificial intelligence to eliminate the mistakes that are generally encountered 

in the process of processing the data is one of the factors that has contributed significantly to 

the vastly enhanced accuracy of employing AI in the area of medical imaging. The rise in 

popularity of artificial neural networks may be attributed to the developments that have been 

made in deep learning methodologies. The diagnosis and segmentation of brain tumours may 

be accomplished using a wide variety of clinical procedures and approaches. For instance, the 

Support Vector Machine (SVM) can automatically recognise brain cancers, but the fuzzy 

technique is used for the classification of normal cells. 

The proliferation of medical and electronic health technologies has resulted in the creation of 

solutions that are both more effective and more efficient for use within the healthcare business. 

The capability of artificial neural networks to imitate the connection seen in the brain is one 

of the most significant benefits offered by employing these networks. The discovery of 

augmented reality, which enables surgeons to do surgery using a wearable device, is widely 

regarded as one of the most important and game-changing developments in the area of 

medicine. A CNN was able to identify pictures, according to a paper that was presented in 

2014, and it was employed in neurosurgery at that time. CNNs find the majority of their 

applications in a wide variety of fields, including image recognition, 

video recognition, and medical image analysis. In the context of the subject of image analysis 

and processing, the purpose of this review is to provide an overview of the numerous ideas and 

applications of deep learning networks. CNN models are becoming increasingly capable of 

breaking machine learning algorithms of earlier generations as a result of the growing number 
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of research that have been conducted on the capabilities of CNN models. 

 

2. Literature Review 

A technique was presented in 2012 by Roy and colleagues that makes it possible to analyse 

the portion of a tumour that is impacted by its size and location. It was capable of carrying 

out segmentation in an automated manner. The suggested approach was shown using many 

different data sets. MRI pictures provide a superior outcome when contrasted with those of 

conventional diagnostic techniques, such as X-rays and CT scans. After converting the picture 

to a grayscale colour, the next step in the image processing process is to filter it using a high-

pass filter. Ivana Despotovi introduced a novel technique for segmentation in 2013, which 

combines the noise-free and consistent qualities of cluster-based approaches. In order to 

execute segmentation, the approach that has been suggested takes into consideration both the 

geographical information of the area and the influence of noise. In addition to that, it takes into 

consideration the anisotropic neighbourhood, which enables more precise segmentation 

without negatively impacting the quality of the picture. The outcomes of the suggested method 

were shown in both actual and fabricated photos respectively. The findings indicate that the 

approach is less susceptible to being affected by noise when compared to the FCM methods. 

In 2013, MaoguoGong introduced an upgraded version of the fuzzy C-means clustering 

method. This new version takes into consideration the many trade-off aspects that are involved 

in the segmentation process. Because it takes into consideration the varied space ranges of 

neighbouring pixels, the approach that has been suggested is able to execute segmentation in 

an effective manner. 

A.Sivaramkrishnan and Dr. M.Karnan revealed an innovative approach that effectively 

extracts from a brain imaging the area of a tumour that is impacted by its size and location. 

This method was developed by the two researchers. By taking into consideration the different 

space ranges of neighbouring pixels, the approach that was suggested was able to execute 

segmentation successfully. A histogram equalisation was utilised in the process, so that the 

intensity of the grey level photographs could be determined. The findings of the FCM clustering 

technique that was suggested were effective in successfully extracting the location of a tumour 

from an MRI of the brain. In a recent investigation, Natarajan and his colleagues devised a 

technique that, when applied to a cerebral imaging, makes it possible to conduct an effective 

analysis of the portion of a tumour that is impacted by its size and position. The first thing that 

has to be done in order to complete the procedure is called pre-processing, and it entails 

applying the median filter. After that, the process of picture segmentation is carried out using 

threshold segmentation as well as morphological processes. The approach that was suggested 
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reveals the precise contours of the brain picture that was obtained from an MRI. In an earlier 

work, Joshi and colleagues suggested a method that can detect and categorise brain cancers 

using a mix of several diagnostic approaches. The application of the Gray Level Co-

occurrence Matrix is one of these options. 

In an MRI scan of the brain, the suggested system, which consists of a basic segmentation 

algorithm and a neural network, is able to automatically identify the areas that contain a 

tumour. Multi-Layer Perceptron and Principal Component Analysis are the two primary 

methods that are used inside the system. The recognition rate for these two strategies ranges 

from 88.1 to 96.7 percent, with an average of 

88.2 percent and a maximum of 96.7 percent. In an earlier piece of research, Sapra and 

colleagues suggested a strategy that, by combining a number of different approaches, could 

automatically classify different types of brain tumours. The application of a neural network 

known as the Probabilistic Neural Network is one of these methods. Suchita and his colleagues 

have previously developed an unsupervised learning approach that may be used in conjunction 

with an MRI to identify potential brain cancers. 

First, a scan of the brain is performed utilising noise processing and edge detection methods, 

according to the suggested approach. After that, it extracts the tumour by doing segmentation 

and pre-processing on the image. In a recent piece of research, Rajpoot and colleagues 

suggested a strategy that makes use of a number of different approaches in order to discover 

and categorise brain tumours. The information obtained from the 2013 Multimodal Brain 

Tumor Analysis Test may be used to do segmentation with the help of the approach that has 

been presented. 

The preprocessed photos allowed for the extraction of information on the features of the 

tumour. After that, the integrated characteristics of the system are analysed in order to make 

a prediction about the types of tumours that are influenced by the tumor's size and location. 

These classifications are broken down into five subgroups: history, tumour enhancement, 

tumour non-enhancement, edoema, and necrosis. In this part of the article, we will go through 

a variety of topics that are connected to the study. In the beginning, we will discuss the 

significance of segmentation and the categorization of brain tumours in medical imaging. After 

that, we will discuss artificial intelligence and the ways in which it may be used to image 

processing in the future. Using machine learning, deep learning, and neural networks, we will 

now discuss the segmentation and classification of brain tumours in this section. When it 

comes to image processing, two of the most important tasks are classification and 

segmentation. They aid in interpreting the different aspects of an image and locating the areas 

of interest in the picture. The process of medical image segmentation is a technique that may 

be used to a picture in order to separate it into its component parts. 

Unfortunately, failure to correctly identify the precise site of a brain tumour might result in an 

insufficient removal of the original tumour as well as the growth of a new one. Because of this 

problem, the probability of passing away may rise. Image processing methods, whether 

automated or manual, may be used to do segmentation in order to help mitigate the impact 

of this problem. Unfortunately, the accuracy of human segmentation approaches cannot 
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compare to that of completely automated segmentation techniques. In addition, the 

architecture of a system that is capable of carrying out efficient segmentation is something that 

has to be extensively investigated in order to enhance the accuracy of the system. 

Several research groups have been working to construct knowledge bases that may be put to 

use in the creation of computer systems that are capable of carrying out segmentation in an 

efficient manner. Magnetic Resonance Imaging is one of the methods that is used on a regular 

basis for the purpose of obtaining an image of the details of a brain (MRI). Using this 

technology, it is possible to observe hidden vascular abnormalities as well as the flow of 

blood.The use of MRI scans as a diagnostic tool for a variety of brain illnesses, such as 

Alzheimer's disease and Parkinson's disease, is advantageous for patients who suffer from these 

ailments. In addition to this, research was conducted to determine the impact that COVID-19 

has on the tissue of the brain. 

3. Classification of brain tumours using Deep Learning 

The classification of brain tumours is accomplished by the application of strategies and 

procedures derived from machine learning. In this article, we provide an overview of the many 

different approaches and procedures that are used in this subject. In order to achieve the highest 

possible probability, a feature vector is first given the label of the class to which it most closely 

corresponds. The Bayes rule is what is used to calculate the probability of the posteriori. This 

is a feature vector, and it corresponds to the category that has been specified in figure-1. 

 

Figure-1: Classification of brain tumours using Deep Learning using CNN 
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The output of the matching neuron determines the class of any given input that is used in the 

computation. The output of the neuron that comes before it is coupled to the input of the 

neuron that comes after it. This procedure is executed by use of a multi-layer structure that is 

referred to as MLP. The primary purpose of this procedure is to enhance the capabilities of 

machine learning via the use of ski-kit. The categorization of anxiety disorders by the BCIS 

was accomplished by F, Liu, Wang, and Y. Wang, and as a result, the area of social concerns 

has seen a significant amount of progress as a result of their work. A. Narzisi and F. Muratori 

have taken the forecasts and estimates of the prevalence of these diseases in young people on 

the autism spectrum to a new level. 

The primary purpose of this study is to offer an overview of the many features of the machine 

learning framework that is used to identify psychiatric patients. [Citation Needed] [Citation 

Needed] In addition to this, it demonstrates how it may be used to the imaging data of these 

individuals. In the process of voice recognition categorization, the HMM is a method that is 

often used. This technique is also known as automation, which is a probabilistic procedure that 

makes it possible to see the feature vector in a sequence. Automation is another name for this 

approach. The modernisation of the feature vector is something that happens at each stage of 

the automation. The K-N-N classification method is the one used the most often and is the most 

fundamental. When it comes to solving issues with a limited quantity of information already 

available, this strategy performs very well. 

In the article, a discussion is had on the many approaches that may be taken in the field of 

machine learning to diagnose dementia. The J48 algorithm, the Nave Bayes theorem, the 

Random Forest method, and the Multilayer Perception algorithm are all subjected to a 

comparison study to evaluate how well they accomplish their respective tasks. According to 

the findings of the investigation, the J48 algorithm had superior performance when compared 

to the other three. The authors suggested a technique that consists of five steps, which are the 

collecting of data, the pre-processing of the data, the selection of features, the classification, 

and lastly, the outcome. The development of efficient methods for machine learning has 

emerged as one of the top priorities in recent years as a result of the growing number of medical 

investigations that are carried out with the assistance of artificial intelligence. 

The authors of this study have presented a number of other studies in the past, each of which 

discusses a different component of the machine learning algorithms that are used to detect brain 

tumours. They examined 994 MRI scans from 30 different patients, and their algorithm was 

able to identify the existence of tumours in each of the patients' bodies. This approach, which 

is an improvised algorithm and is known as OOGDMLA, automatically categorises the 

various areas of the brain into sub-segments and over-segments. The writers of this research 

took into consideration a variety of characteristics of the performance of the system, including 

the sensitivity, the specificity, and the mean error rate, amongst others. When it came to the 

identification of the tumours in the brain, they were successful 99.55 percent of the time. 

Artificial intelligence (AI) refers to a form of computer that is able to improve its presentation 

while also being able to tolerate certain activities. Calculations from the following four 

categories of machine learning are used often in the process of developing artificial intelligence 

systems: Unsupervised learning, semi-supervised learning, reinforcement learning, and 
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unsupervised learning are some examples of these types of learning. The computations that are 

used in Supervised Learning are able to gather information that already exists. On the other 

hand, when it comes to unsupervised learning, the calculations concentrate on the connection 

between data that is not identified and data that is named. 

The primary function of semi-supervised learning is the analysis of material that has not been 

marked. On the other hand, assist learning is used for the purpose of analysing the level of 

comprehension of the presented circumstance. When dealing with tumours of the cerebrum, 

the computations centre on determining the link between the identified and unnamed data. The 

extraction and representation stages of the machine learning process are the two stages that 

make up this process. The examination of brain tumours often makes use of a technique called 

therapeutic imaging. However, because of the myriad of challenges that are inherent to the 

process, carrying it out successfully may be quite tough. These include the management of 

complicated data and the compilation of various classifications. 

 

Figure-2: The distinctive figure of Machine Learning based automated structure 

There are no PC-assisted tools available at this time that are able to satisfy the varied needs of 

the process, such as the degree of forcefulness and the amount of tumour damage. Depending 

on the nature of the illness, only highly trained doctors should conduct biopsies. Under a 

microscope, they would often conclude the inspection by looking at the structure of the cells or 

tissues.The categorization of brain tumours is accomplished by the use of a variety of diagnostic 

procedures, which vary from illness to disease. Computer-aided diagnosis is one of the 

techniques that is used most often in the process of diagnosing brain tumours. The use of 

magnetic resonance imaging, which is a subset of imaging that is sensitive to a wide variety of 

objects and labels, is required for this procedure. In addition to the tumour, various aspects of 

the patient's brain are being investigated. These components consist of the grey matter, the 

cerebrospinal fluid, and the white matter. 

In most cases, there are three stages that need to be traversed before a diagnosis of a brain 

tumour can be made. The first thing that has to be done is clean up the picture by eliminating 

any unnecessary distortion and flaws. In the second stage, the picture is segmented to determine 

the possible locations of the tumour, and in the third step, the tumour itself is categorised. The 

process of categorization often makes use of a wide variety of methodological approaches. The 

implementation of the Otsu Model is one of them. This is a sort of segmentation that requires 
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taking into consideration the many aspects of the picture in order to determine the features of 

the tumour. A further option is the clustering procedure, which entails gathering objects that 

are comparable to each other and putting them in groups. Because it enables the grouping of a 

variety of components present in the picture, this method is particularly well-suited for the 

segmentation of biological images. After that, the clustering numbers are determined such that 

they accurately reflect the clustering in human anatomy. 

4. Experiments and Results 

It is common practise to utilise a device to implement a number of different signal processing 

algorithms in order to enhance the image processing capabilities of the device. Noise 

suppression, filtering, and smoothing are some of these techniques. The purpose of these 

methods is to improve the image's details by masking or drawing attention to certain aspects of 

the picture. 

The technique of feature extraction is one of the most significant components of a work model 

that has been presented for the purpose of evaluating handwritten signatures. This procedure 

is carried out by taking into consideration the many characteristics of the picture that has 

been acquired. After that, it may be used to carry out a more precise analysis of the 

current state of affairs. 

The Zernike features are examples of the most typical characteristics that are taken into 

consideration throughout the process of feature extraction. Zernike polynomials provide the 

foundation for this particular category of complex moment. 

In the study of target identification, the properties of Zernike moments are recognised to be 

helpful due to their applicability. 

During the process of feature extraction, multiple geographies are taken into consideration. 

These geographies are those that depict the holdings of a picture or data without the need of an 

overlay. They may also be utilised to determine the form characteristics that are present in the 

picture that was taken. Accumulating, analysing, and amplifying the data are all aspects of 

the statistical analysis that are involved in the process. 

During the process of feature extraction, the numerous texture descriptors that are taken into 

consideration are those that place an emphasis on the separation of smaller areas. The mean-

variance, skewness, and median are all included in this category. Haralick characteristics are 

important in evaluating the image's texture in terms of its correlation, directionality, and 

contrast, and they can do this in a number of different ways. 

The process of extracting features takes into consideration a wide variety of characteristics, all 

of which are categorised together here. The first technique places more emphasis on picking 

and omitting certain traits, while the second way places more emphasis on transforming those 

features into a lower dimension. This is one of the primary distinctions between the two 

methods. 

The process of selecting features to extract is known as "feature selection," and it is one of the 
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most prevalent methods employed in the process. This technique gets rid of a number of 

characteristics that have a low variance and values that are missing. The recursive feature 

selection and the feature selection from model are two of the other strategies. 

Following the finding of more manageable groupings of variables, the approach is able to 

classify the variables that it is given into separate categories. The low variance filter, the high 

correlation filter, and the missing value ratio are three of the typical strategies that are used 

in the process of feature extraction. 

In the process of feature extraction, other conventional methods including factor analysis and 

principal component analysis, as well as forward feature selection and backward feature 

elimination, are used. Backward feature elimination is still another methodology. In addition, 

a number of different approaches are used during the process in order to estimate the 

distribution of the many different characteristics. The categorization method is often used as a 

strategy in the process of feature extraction, making it one of the most prevalent procedures. 

This technique is known as an algorithm, and what it does is automatically categorise and 

organise data into a number of different types. The use of ML methods enables the 

automation of processes that were traditionally carried out by hand. 

The process of feature extraction makes use of a wide variety of machine learning (ML) 

methods, which may be as simple as they are intricate. Users are able to examine and make 

predictions based on the patterns found in the data. The K-Nearest Neighbor algorithm, the 

Deep Learning Maximum Likelihood algorithm, and the Multilevel Slice algorithm are 

some examples of these. ML furthermore generates a variety of classifiers, each of which is 

intended to categorise the data on the basis of its attributes. 

Previous studies have demonstrated that the kind of data itself, as well as the applications that 

utilise it, are factors that determine which classifier is best suited for a certain data type. This 

indicates that the statistical meaning of the data might have a role in influencing the findings 

of an investigation. After the data have been collected, analysts may next evaluate the findings 

by assessing whether or not the population that the sample represents is representative of the 

population that was anticipated. 

The numerous approaches that are used to validate or invalidate entitlements on the basis of 

the evidence that is gathered are together referred to as tests of relevance. One of them is the 

statistical test of significance, which is carried out in order to ascertain whether or not the 

findings of the research are significant. The analysis of variance (ANOVA) and the Chi-square 

test are the other two tests that are used to validate the results of the investigation. 

The Chi-square test is a helpful method that is used to compare the findings of a research with 

those that were supposed to be expected on a given hypothesis. This comparison is carried out 

in order to determine whether or not the hypothesis was correct. This metric is particularly 

crucial in terms of the sample studies that are carried out because of the real variance that it 

accounts for. It is not at all difficult to see that the placement of this metric inside the sample 

studies is of the utmost importance. 

The T-test for two samples is a technique that may be used to evaluate whether or not there is 
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a significant difference between two variables. After that, it is carried out to determine the 

major difference that exists between the two. The analysis of variance, often known as the 

ANOVA test, is a statistical technique that compares categorical and continuous variables in 

order to validate the results of an investigation by highlighting any significant differences 

between the two. 

Tab-1: Brain Oscillation Characteristics from BCIS 

 

Wave 

Frequency 

(in Hz) 

 

Condition 

 

Voltage 

 

Theta 

 Light sleep, 

drovvsy 

 

Adults: kids: 

Beta  Excited  

Alpha  Relaxed Adults: kids: 

Delta  Deep sleep  

 

Tab-2: Classification results of sleeping data 

Statistic/Algoritm Bayes MLP HMM KNN 

sensitivity .301 .456 .464 .483 

specificity .833 .728 .781 .798 

precision .488 .47 .455 .48 

F-measure .26 .424 -458 .476 

ROC area .654 .685 .687 .716 

Kappa index .1276 .1973 .2493 .2837 

 

Fig 3: Classification results of sleeping data 

 

http://philstat.org.ph/


Vol. 71 No. 4 (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

2026 

Tab-3: Classification results of neonatal data 

Statistic/Algoritm Bayes MLP HMM KNN 

sensitivity .606 .629 .653 .648 

specificity .913 .911 .914 .911 

precision .608 .617 .634 .622 

F-measure .595 .62 .637 .625 

ROC area .89 .886 .899 .913 

Kappa index .5112 .5368 .5644 .5566 

Fig 4: Classification results of neonatal data . 

 

5. Conclusion 

The avoidance of some illnesses, such brain tumours, is one of the most important issues 

confronting contemporary civilization. Deep learning is one example of a recent development 

in technology that has made it possible for medical imaging to make use of artificial intelligence 

in order to increase the effectiveness of its operations. 
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Researchers are now able to carry out reliable analysis of significant datasets because to the 

application of these methodologies. 

The purpose of this research is to offer a thorough analysis of the several approaches and 

strategies that are used in deep learning for the classification and segmentation of brain tumours 

via the utilisation of magnetic resonance imaging. In addition to that, it provided an analysis 

of the various architectures that are used in medical imaging. 

In addition to that, the study discussed the numerous architectures that are used in the deep 

learning processing of medical images. The purpose of this article is to provide a broad survey 

of the many approaches and procedures that are used in this area of study. 

The report also examined the different techniques and methods used in deep learning for 

segmentation and classification of brain tumours using magnetic resonance images. These 

techniques and methods were used in the study. The use of a deep learning system referred to 

as the Back propagation neural network is one of the most notable aspects of this piece of 

research. This approach is able to give a solution that is not only practical but also accurate 

when it comes to doing segmentation and imaging. 

The use of different machine learning approaches, which are utilised in the prediction and 

categorization of brain diseases, has had a significant influence on the treatment of mental 

disorders and illnesses. [Case in point] [Case in point] [Case in The researchers have been able 

to collect the data essential to execute and study the various machine learning approaches with 

the assistance of the BCIS. 

Deep learning has enabled the researchers to amass enormous datasets, which can then be put 

to use for implicit and fair computing. The researchers have been able to do this thanks to the 

use of deep learning. The findings of these research are then used by the medical professionals 

in an effort to enhance the care that they provide to their patients. 

The researchers are carrying out an increasing amount of study in an effort to design a strategy 

that is more complex and all-encompassing and has the potential to function more effectively 

than the existing system. This approach is taken with the intention of enhancing the 

effectiveness with which mental problems and illnesses are treated. 
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