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1. Introduction

In the past few years, Statisticians have focused on the challenge of approximation of
parameters in the presence of measurement errors. The characteristics of estimators based on
survey sample data often assume that the observations are accurate measures. But in many
circumstances this requirement is not met and data collected may have measurement errors due
to non-response, reporting, and computing problems etc. The results that were introduced to be
used in the absence of measurement errors are invalidated by these measurement errors.
Statistical inferences based on observed data are nevertheless valid when measurement errors
are low enough to be ignored or tolerated. On the other hand, the results might not be correct
if they are not considerably small. Some of the most typical sources of measurement errors in
survey data are reviewed by Cochran (1968), Paul et al (1991), and Shalabh (1997). By Singh
and Karpe (2009), Kumar et al. (2011), Misra and Yadav (2015), Misra et al (2017).

Let U = Uy, U,,..., Uybe a finite population of N different and identifiable units with Y being
the study variable and X being the auxiliary variable taking the value Yiand X; for the unit i of
the population U respectively. Further, let a set of n paired observations are obtained through
simple random sampling without replacement procedure of both the characteristics X and Y.
Further for a simple random sampling of size n, let (x;, y;) be the observed values instead of
true values (X;, Y;) forthe xi, (i = 1,2, ...n) sampling unit in the sample as ui= y; — Y; and v; =
x; — X; where u; and v;are associated measurement errors which are stochastic in nature with
mean zero and variances o;2and o2 respectively. Further, let u; and v}s are uncorrelated while
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X;sandY;s are correlated. Let the population mean, of X and Ycharacteristics be uy and Uy

population variances of (X, Y) are &% and o/ respectively and p is the population correlation
coefficient between X and Y.

N U . . . .
LetX = —Z X, &Y= —z Y; be the unbiased estimators of population means z, and g, respectively
Nz )
. - - . 2 1 n —\2
i.e. E(x) = uyx and E(y) = py. But in the presence of Measurement errors. Sy = —1Z(xi - X) and
4=l
2 1 . —\2 . . . . 2 2
Sy = n (yi - y) are not unbiased estimators of the population variances o5 and ay. The expected
4=l
value of Sf,in the presence of measurement errors is given by

E(s2) = of + a.

Let error variances a2and o are known to prior, then in the presence of measurement errors unbiased
estimators of population variances are.

6¢ =si—ai>0

62=s2-02>0

Further let,
c, =2
Y léy
X
Cy, =—
X Ux
Y2r = B2y —3,V2x = 52)(( ; 3,Y2u = Bzu — 3
paY
= — 3’ = —
Y2v = Baw Bay M% )
By = H4(X) By = /,14(u)
X TE0 T T BwW

us(v) ;
Bav = 1y Vico = VA, A0 = z—

Ugrst = E[(X - Hx)q(y — ,uy)rvsut]

H2000 = Ox
Hoz200 = O
Hoozo = 0%
Hoooz = Oy -

To estimate the population mean, an estimator in presence of measurement errors is proposed as

Fur =7+ by =)+ ey (B = 2) + ko (B - 57) (L1)

Ci

2. Bias and Mean Squared Error

Here we consider the approximations as

¥ =uy(1+eo)

X =uy(1+e;)

61; = 012(1 +e;)

62 =02(1+e3)

Oxy = oxy (1 + e4)

sothat E(ey) = E(e;) = E(e,) = E(e3) =E(ey) =0
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From Singh and Karpe (2009), we have

2y _ & Lk _ok
E(ef) = e and E(e?) = where 0y, = ay+ —~ = and 0y = o
U3000
E(eje3) = noZu
x Ux
Ay oy o2\’
E(e)—_WhereAx—)/zx‘l')/zV 2 1+_2
n O'X Oy
Ho300
E(epey) = o2u
Yy Uy
Uz100
E(epes) = naz,u
x Hy
H1200
E(ese,) = o2
Y Ux
Oxy pCxCy
E(ege;) = Mgy = n

2\ _ 4y _ ol o2\ 2
E(ez) = T,Whel’eAy = Yoy +)/2ua—31 + 2 (1 +U—g)
E(e,e,)= —5;1,where § =Lz

2 2
Oy Oy

Uz2100
NoxyUx

E(esey) =

Expressing (1.1) in terms of e;’s, we have

A 2
_ Oxy Oy (1 + 63)
Yume = Uy + eolly + — (—uxey) +kq {—2 —uz(1+e)?
Ox Cx
2
oy, (1+ey)
+k, = 2 2 _ pe(1+ eo)z}
Y
oxy(1+e,)

(uxer) + k1{.u)2((1 +e3) — .u)z((l +e1)?}
+k2{.“}2'(1 +ey) — .“}2'(1 + ep)?}

VM = Uy + eolly —
YmE = Uy oMy a§(1+e4)

o
= Uy + eolly — % (1+e)(d—es+ e%),uxel + klu)z({l +e;—1- 312 — 2e4}
X
+hopi{l +e,—1— et — 2e0}

Oxy
= Uy + eolly — 52 pxes(1 —es + ef + e, —ezey) + kypzies — —ef}
X
+k2.“}2'{92 - - eo}
Oxy
= Uy + eolly — oz tx(e; —ejez +ejey) + kl#x{e3 — 2e; — ef} + kyujle, — 2eq — e}
X
or

YuE — Hy = Hy€o — %z(ylix(% —eje3 +ejey) + kypiy ((-3‘3 —2¢ _e12)+ kzﬂf(ez —2e, _eg) (2.1)
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Taking expectation in both the sides of (2.1), Bias to the first degree of approximation is given by

] - o Oxy H3000 Hz100 C)% CY2
B = Eme — ty) = —5 - — kg —— — koptp ——
ias(YuEg) (YmE — Hy) 0)? Ux (na)?IJX nUXYHX) 1Ux 10y 2Uy nHy

or Bias(Yyg) = E{O-XYljsooo _ /J21200 _ Kyt C _ kz,uf(:f}
O-X O-X 0X QY

Now to get the m.s.e of the proposed estimator, first on squaring (2.1) both the sides, we have

(2.2)

(?ME — Hy )2 = {Uveo _%ﬂx € + k11U>2< (es - 261)"' kzlu? (ez - 230) %ﬂx (ele3 _e1e4)
X

—k,uiel —k ureg ] (2.3)
Solving (2.3) and approximating to the first degree, we have
2 2
. 2
(yME — Hy )2 = ,U\?eg + o-);;uX el2 - ﬂYZ;(YﬂX €06 + k1 Hx (63 +4g _4ele3)
X X

k2 (€2 + 462 —dege, )+ ZkI{,uiyY (e,e5 — 2648, )— L’ux(e e, — 26’ )}

X

2
+2k, {ﬂYB (eoez —2e; )_ GXY;—ZXIL!Y(elez —2€4€, )}

X

+ 2Ky K, 25 14y (ezes —2ee; —2e.8, + 4eoe1) (2.4)

Now taking expectation on both sides of (2.4) and using values of the expectations given earlier, the
MSE to the first degree of approximation is given by

MSE()_’}ME )Z E()A/ME —Hy )2

=| Cy +O_>2<Y;U>2< Cx _ 9 My OxyHx PCxCy
ng, oy no, o% n

2 2
+k12,uf<{&+4 Cx _4 /uszooo }"‘kzﬂy{i"“lc _4 ,uosoo }
n no, No§ Ly n ne, No? 1,

+ 2k, ﬂ)zmuv( #22100 _ZpCXCYJ_GXY;Ui[ ﬂeéooo o (o4 J
Noy ty n o2 \nolu, né,
+ 2k, Hozoo _2CY2 _O_xvfux,uf Haz00 _2,0CXCY
naf,uy no, o Nolu, n

+2k1k2ﬂ)2(/«ly[5 1 _9 Ho100 _2 Hi00 +4prCYJ

n oy 4y noy uy n

2 2 2 2
MSE(?ME)= 1y G +O-— 2p° G— + k. A__|_4 Cx _ 4 Mso00
n¢9Y Gxne n ne nUX,UX
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2
+k22,u?{i+4 C —4 ﬂ°3°° }
n

no, noy 44,
+ 2k ,U P ;Uzloo _ZprCY _O_xvz”f( H3000 _2 C>2<
' ! nUx/‘Y n oy NoX iy noy
2
12k, 48 ( Hozoo ]_O-xvﬂzxﬂv( ;Ulzzoo _ZIOCXCYJ
noy iy Ox Noy ty n
+2k kzﬂxﬂy(g 1 _9 ,Uzloo _9 :Ulzoo +4p CXCY] (2.5)
n noiu, — Nou, n
Y . Gy Ty ) Oy 2 2
MSE(Jye )= | 4?1+ X =207 T | ki, + iy, + 2,850 + 2k, + 2o, 6
Y x N0x :
2
where &, = uy (i 4 Sx_ g Howo j
n I‘](TX/ux
i Y ) Hozoo
n no—Y:uY
S0 =41l Ha100 _ZprCY _O'XY,U?( Hzo00 2C5
a a Nok iy n oy Nokpy Ny
S, =14l Moo _ o Cy _GXYﬂXﬂYZ Hazoo —Zp%
o Y no? i, neo, o NoJ iy n
o-1 Y7, Y7, c,C
5. =1, _p HMaw 5 Fown 4 xy
* {’uXﬂY[ n o iy noy uy P n
For optimizing (2.5) w.r.t ki& kz, we have the two normal equations as
0K +9,,k, +0,, =0 (2.7)
O,k +0,,K, +6, =0 . (2.8)

On solving these two normal equations for ki & ko, the optimum values of ki & koare given by

0,,0,9 — 0,0,
kl — 22210 02%12 (29)
512 - 511522
k2 — 511?02 _512510 (2.10)
512 - 511522

For these optimum values of ki and kothe minimum mean squared error of y,,is given by

2 2 2 2 2
MSE()_?ME) _ ['uy C + CZTXY _ 2p2 ﬂ} . (511502 + 522510 22502510512) (2.11)
né, o2no, n (6,,6,, —62)

3. Theoretical Comparision

For comparing efficiency over the usual mean per unit estimator,Let's use the usual mean per unit
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estimator y in the presence of measurement error to comparing efficiency to it.

S|

To=¥=23, @)

ym = /uY (1+ eO)
Expressing (1.1) in terms of ei’s, Y, becomes

ym = /uY (1+e0)

Y =My = €
Therefore Bias(y, )=0 (3.2)
2 2
MSE(ym):ﬂ(1+a—’;j (3.3)
n o

Now, the proposed estimator y,,z will be more efficient than the usual mean per unit estimator in
presence of measurement error if

MSE()_/m )_ MSE(?’ME )> 0

1 262 ol
or — A Ox X —o) -0y —h|<p?
0, ox 0,

15022 + 5225120 B 2502510512) .
(511522 - 5122 )

2 __2 2
orh>_1 (“YJX +-Txv —af—aij—pz,whereh:(él (3.4)

O'\? 0, O'>2< 0,
Hence the proposed estimator y,,; will be more efficient than the usual mean per unit estimator in
presence of measurement error if the condition (3.4) is satisfied by the data set.

4. Empirical Study

In this section, using a known population data set, we compare the performance of the suggested
estimator that was used in this paper. The following is a description of the population set.

Data statistics: The data used for empirical study has been taken from Guajarati and Sangeetha (2012)
pg. 509.

Y= True Consumption Expenditure

X=True Income

yi= Measured consumption expenditure

Xi = Measure Income, with the help of hypothetical data we get the following values

n =10,

X =170,
Y =127,

o2 = 3300,
o2 = 1278,
o2 = 32.4001,
o2 = 32.3998
¢, = 0.2815,
Cy = 0.3379,
pyy = 0.9641,
By = 1.9026,
Box = 1.7758,
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B2u = 1.7186,
B2 = 1.8409
The calculated MSE’s of the estimators with measurement errors are given by,

MSE (y,,) = 131.033
MSE (3,,,) = 12.9609.
Showing the enhanced efficiency of the proposed estimator.

5. Conclusion

We are interested in exploring how the suggested estimate performs when there are measurement
errors in the data. We used mean squared error as a criterion for testing the performance of estimators
in order to evaluate their performance. When the proposed estimator is compared to the mean per unit
estimator, it is found that the proposed estimator is more efficient in terms of MSE.

The relative efficiency (PRE) of the proposed estimator over the mean per unit estimator under
measurement error is calculated using the above MSEs.is 1010, showing the enhanced efficiency of
the proposed estimator.
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