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Abstract 

Word embeddings are used for several Natural Language Processing (NLP) 

tasks but these are not effective for obtaining embeddings for sentences. 

Sentence embeddings can be used to resolve this issue. They provides the 

vector representation for sentences  along with semantic information from 

which the machine gets clear understanding about the context. In this work, 

Question Answering system using universal sentence encoder (USE) with 

transformer encoder variant USETrans is developed to extract the sentence 

with the correct answer for a user query from the context. If the sentence 

having correct answer is identified efficiently it would be much more easier 

to retrieve the exact answer from the sentence.The developed model helps 

to provide exact answer to user query. The developed model is evaluated on 

SQuAD-2.0 dataset. Compared to USEDAN, it is observed that USETrans 

yields better accuracy. 

 

Introduction : 

In word embedding, words are represented using vectors. It is very hard to obtain information 

from word embeddings if the text size is very large. These are not successful in generating 

embeddings for large text segments like sentences. For instance in a sentence    such         as ‘I don’t 

like cramped locations’ and another sentence ‘Even though Exhibition is overflowing with 

people I like it, becomes difficult for a Machine to find out the variation between ‘cramped’ 

and ‘overflowing’. Sentence embeddings are effective to resolve these issues. Full sentences and 

the semantic information is denoted as vectors through which machine gets a better 

understanding on the context.In this work, Transformer encoder variant(USETrans) variant of 

universal sentence encoder is used to build a question answering system that extracts the 

sentence having the relevant answer for a query from the paragraphs present in the dataset. 

Stanford Question Answering Dataset  2.0 (SQuAD-2.0) has been used in this work. It has 

queries on articles uploaded in Wikipedia by various several workers. Response to every query 

is a small text segment from the context. 

 

Literature Survey: 

Buzaaba et al.[1] broken the QA problem into three components namely entity detection, 

linking and relation prediction components. Neural network is used for entity detection ,non-

neural network methods are used for relation prediction and some heuristics are used for entity 

linking.  
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Lucy Lu Wang  and Lo [2] described various resources introduced to provide support to text 

mining applications on COVID research work. They discussed the corpora, resources, shared 

tasks and systems were introduced for COVID-19. A total of 39 systems that contributed 

functionalities like text visualization and text summarization on COVID-19 research work are 

compiled by them.  

Yang et al.[3] presented multilingual sentence embedding models that used multi task trained 

dual encoder. This is used to embed the data from several languages into shared semantic space. 

Multilingual embeddings performed better than English only sentence embeddings in some 

cases. 

J. Lee et al. [4] created a question answering framework, COVIDASK, that concatenated 

biomedical text mining along with Question Answering(QA) methods to produce responses to 

real-time queries.  

Barros et al. [5] developed a novel semantic-based pipeline that recommends biomedical 

entities to research community. Based on Named Entity Recognition, the designed pipeline 

used multidisciplinary ontologies to generated a feedback matrix using for recognition and link 

the entities.  

A. Amini et al. [6] studied several techniques to retrieve various forms of mechanism relations 

from scientific related papers. They introduced a coarse-grained schema selection technique 

relations among open and free-form entities. 

E. Ogundepo et al.[7] introduced a dataset on  COVID-19 updates which was announced online 

by the Nigeria Centre for Disease Control (NCDC) from 27th february to 29th september in 

2020. Web scraping was done from several sources to obtain the data.  

Arantxa Otegi et al. [8] developed a Question Answering (QA) framework ,an integration of 

an Information Retrieval component with reading comprehension component that produce 

responses from the retrieved paragraphs.  

Kirk Roberts et al[9] developed an information retrieval task, TREC-COVID for providing 

support to clinicians and clinical research during the pandemic. It is different from other 

information retrieval shared tasks with remarkable considerations. 

Manivannan  [10] studied different closed domain question answering(QA) approaches. The 

developed question answering system on Hyderabad tourism provide answers to questions 

about city history, monuments, parks, lakes of Hyderabad city.  

Yu Hao et al.[11] developed supervised learning architecture using sentence embeddings for 

question answering system on medical domain. The sentence embedding producing module is 

used to measure similarity while scoring module to capture association among sentence pairs.  

 

Methodology : 

The two variants of universal sentence encoder have been used in this work to extract answer 

for a given user query from the context. SQUAD-2.0 dataset[12] is considered to be an open 

domain dataset as the questions in it are not restricted to a particular domain but contains 

questions from multiple domains.The task is to identify the sentence having the correct answer. 
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Universal sentence encoder 

Usually for tasks like text classification, semantic similarity etc text needs to be encoded into 

high dimensional vectors that can be done using Universal sentence encoder. There are two 

variants in universal sentence encoder namely Transformer encoder and Deep Averaging 

Network. This encoder on providing variable length text as input produces vector of 512 

dimensional as output. Transformer enocoder is used to train the model.First install Tensorflow 

and Tensorflow hub to use universal sentence encoder.Load the model from TFhub. Take the 

reading comprehension from the dataset as shown in figure 1 and use TextBlob to break it into 

various sentences as shown in figure 2.  

 

 
Figure 1: Comprehension from dataset 

 

 
 

Figure 2: Comprehension broken into sentences 

 

Calculate cosine similarity for sentence- query pair to create features after obtaining vector 

representation for all sentences which is shown in Figure 3 .  

 
Figure 3: Generated Sentence embeddings, question embeddings and cosine similarity 

values 
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After loading the model, provide the sentence as input to it from which 512 dimensional vector 

is obtained as output. Sentence similarity is obtained between the sentences using the 

embeddings generated earlier. Obtain the target labels by transforming the text to index of the 

sentence having the text. As the dataset has most of the paragraphs with 10 or below 10 

sentences, paragraph length is restricted to 10 sentences .Hence 10 labels are considered for 

prediction. A single feature is built for every sentence using cosine similarity. A few paragraphs 

have sentences below 10 for which feature value is replaced with 1 as the maximum cosine 

value is 1 is shown in Figure 4 .  

 

 
Figure 4. Fill missing values with 1 

 

Compare the generated sentence embeddings with the question embedding and the sentence 

having shortest distance from the query is identified using cosine similarity. Target labels are 

generated using cosine similarity scores for all the questions. Match the target label generated 

from the dataset with the lables generated using cosine similarity. This technique yielded an 

accuracy of 72%. 

 

Dependency Parsing : Dependency parse tree is used as another essential feature in this work 

to increase the performance of the developed model. For navigation through the tree Spacy tree 

parsing is used. Constructed Parse tree for question and sentences are shown in Figure 5. 

 

Question: 

Who managed the Destiny's Child group? 

 

 
Figure 5. Generated Parse tree for question 
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Sentence having answer:  

"Managed by her father, Mathew Knowles, the group became one of the world's best-selling 

girl groups of all time.", The answer is shown in Figure 6. 

 
Figure 6. Generated parse tree for sentence having answer 

 

The query root is matched with roots or subroots of a sentence.As there are more number of 

verbs in the sentence we will get several roots.There is high chance for finding an answer to 

the question from a sentence if query root exists in the root/subroot of a sentence.The feature 

corresponding to a sentence can be either 0 or 1.The feature is denoted with 1 if the root of the 

question exists in sentence roots else 0.Perform stemming before comparing question root with 

sentences roots. Various machine learning algorithms like XGBoost,Multi layer 

perceptron(MLP), Support Vector Machine(SVM),Logistic Regression,K-nearest 

neighbors(KNN),Random forest are used for training. The developed model gives good results 

on these algorithms compared to deep averaging network(DAN) which is shown in Table 1.      

 

Table 1. Obtained accuracies with the two variants of universal sentence encoder 

Machine Learning     

Algorithms 

Universal 

sentence encoder 

with Deep 

Averaging 

Network 

(USEDAN) 

Universal sentence 

encoder with 

Transformer Encoder 

(USETrans) 

    XGBoost 69.9                81.5 

  MLP Classifier 69.7                81.1 

SupportVector 

Machine 

69.5                80.7 

Logistic Regression 69.5                80.2 

RandomForest 

classifier 

69                80.2 

  K-nearest neighbor 61.2                75.6 

 

Conclusion: 

Answers for user queries can be retrieved from a context more efficiently using sentence 

embedding rather than word embedding. In this work, Transformer encoder (USETrans) a variant 
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of universal sentence encoder has been used to develop a question answering system for 

extracting the sentence with correct answer. Sentence extraction proved to be better to retrieve 

the exact answer for a given question. The developed system has been found to perform well 

compared to USEDAN, another variant of universal sentence encoder, when combined with 

XGBoost, Multilayer perceptron (MLP), Support Vector Machine (SVM), Logistic 

Regression, K-nearest neighbors (KNN), Random forest. 
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