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Abstract 

As a consequence of technical advancements and the creation of new 

machine learning models, there has been increased interest in the study of 

stock market data. This is because these models provide traders and 

businesspeople with a platform from which to choose more lucrative 

companies. The information obtained from sources that are considered to 

be conventional media has had a considerable impact on the movement of 

stock prices. However, in recent times, platforms for online social 

networks have been pushing for a strategy that is more efficient in the 

dissemination of this information. The information that can be found on 

social networks may be of great use in determining the various 

perspectives and sentiments that individuals have on certain topics. 

Because of the volume and variety of these data, an improved machine 

learning model is one of the options that is continually being investigated 

for use in daily forecasting. As a direct consequence of this, an exhaustive 

comparative examination of the stock market models that have previously 

been put into use has been carried out as part of this effort. The 

information on Apple stock comes from Yahoo Finance and Kaggle, 

respectively. The classification technique did not provide sufficient 

confidence to be used to connect stock movement with feelings expressed 

on Twitter, with accuracy values ranging from 53 to 56 percent. This 

prevented the approach from being deployed. Utilizing the regression 

tactic, as opposed to the classification approach, resulted in superior 

outcomes. These models mostly depended on previous prices, and as is 

evident from the patterns, the emotion on Twitter was not a good predictor 

of changes in stock values. The XG Boost regressor turned out to be the 

most accurate model when attempting to forecast future prices. 

Keywords: Stock price, social media, machine learning, LSTM, decision 

tree, Random Forest, XG Boost regressor, and RMSE are some of the 

keywords that can be found in this article. 

 

1 Introduction 

The phrase "stock market" refers to the public marketplaces that are open for the 

issuance, acquisition, and selling of stock exchange. These marketplaces are also known 

as "bourses." There is a possibility that the financial market might be influenced by 

anything from a natural catastrophe or political event to a fundamental business decision 
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or even an event. The forecasting of the stock market has bazeen the topic of a 

significant amount of study, and in the process, a variety of models connected to time 

series analysis have been used. 

The production of emotion characteristics may be helped along by methods used in 

sentiment machine learning. These algorithms take data from social networks and the 

news in order to do so. Aspects of the technology are also necessary, such as historical 

OHLC data spanning a variety of years that have been established and are used with the 

right technology. In recent years, machine learning (ML) strategies have gained 

popularity for use in time series research and stock market forecasting. This is largely 

attributable to the fact that these strategies are able to accurately predict future 

circumstances using massive historical datasets. 

The most important addition made by this study is the use of online social networks 

rather than traditional forms of media in order to compile information about stock prices 

and corporate news. It is required to assess the tenor of each piece of news, and the data 

from Kaggle is utilized in order to develop emotion traits and merge them with 

technological aspects. The recommended machine learning model uses the emotional 

and technical aspects as inputs, and then it sends those attributes through a number of 

different models to determine which one has the greatest performance. 

 

2 RELATED WORK 

It is reasonable to conceive of today's stock markets as social networks since they have 

many members who contribute to their financial well-being. As a result, this comparison 

is appropriate. Players are faced with a difficult choice while deciding whether or not to 

sell or acquire shares. Investors are required to seek help from licensed financial 

planners, yet even these professionals struggle to make the best possible judgments for 

their clients' investments. When making choices, it may be quite advantageous to take 

into consideration the ideas of the many seasoned financial experts who speak out on the 

current status of the market and stock prices. Therefore, social media networks such as 

Twitter and Facebook, along with other news channels, are good places to look for 

financial information. This will improve the likelihood that information will be gathered 

and shared. Combining this information with real financial facts allows for more 

educated decisions to be made about investments. 

For the purpose of predicting the stock market, a number of machine learning 

approaches, such as linear regression, logistic regression, and support vector machines 

(SVM), as well as certain deep learning models, such as RNN and LSTM, were used. 

Because more data were supplied all the way through the training phase of the model, it 

has earned a reputation for generating higher levels of accuracy with lower levels of 

loss. 

 

3 MODEL OVERVIEW 

For the purposes of prediction and classification of the stock market, sentiment analysis, 

together with four statistical machine learning models, such as Random Forest, LSTM, 

XG Boost Regressor, and Gradient Boost Classifier, are used. The two primary input 
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characteristics for the prediction model that is shown in Fig. 1 are the sentiment and the 

technical elements, which are combined during the training phase. These models are 

used to forecast stock prices or stock movements using the assistance of tweets gathered 

from Twitter and a company's stock market movements. This information is employed 

to create the forecast. Over the course of one day, we subjected the data from Twitter to 

a sentiment analysis to determine the impact that it had on stock market forecasts. 

RMSE numbers, which stand for root mean squared error, are used to evaluate and 

compare different models. 

 

 
 

Fig. 1. Block Diagram of stock trend prediction 

 

1 METHODOLOGY 

1.1 Data collection 

Data from [Kaggle] was used for the purpose of doing sentiment analysis on Apple 

stock. The beginning of the analysis will be "January 1, 2016," and it will end on 

"August 31, 2019." We utilized Yahoo Finance to compile daily data for the same time 

period for Apple shares so that we could evaluate historical data and make predictions 

about stock prices and trends. The data from Twitter was filtered such that it only 

included information pertaining to days on which the stock market was open (about 252 

trading days per year). A final.csv file was generated using data from Twitter as well as 

daily stock prices, and this file served as the foundation for the analysis. For each and 

every one of our anticipated assessments, we made use of the modified closing price of 

AAPL. 

1.2 Engineering of the features 

The technique of prediction makes use of both technical and emotional components, 

each of which is broken down and described in further depth in the following 

subsections. For the purpose of gathering technical characteristics, the historical 

technical datasets of the selected companies in the stock market are employed. The 

formulations and explanations of the chosen technical characteristics are shown in Table 

1. The dataset is analyzed to determine which qualities are the most significant. 
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Table 1. 

Sr. 

No. 

Feature Descriptions 

1 Opening Price 

(O) 

The price of a stock at the 

opening of a trade day. 

2 Volume The daily volume of 

shares ex- 

changed. 

3 Closing Price 

(C) 

The price of a stock at the 

closing of a trade day. 

4 Lowest Price 

(L) 

Lowest price of stock during 

a day. 

 

 

 

 

 

 

 

The technical characteristics are pre-processed in order to get them ready for usage in 

training. Methods such as feature scaling, normalization, and reshaping are used in the 

process of constructing a dataset. The Twitter dataset that was collected provided results 

in the form of emotion traits. Table 2 provides a listing of the psychological 

characteristics chosen for use in training the model. 

 

 Table 2. 

 

 

 

 

 

 

 

Several machine learning methods were used to train and assess models in order to 

investigate and identify the stock trend prediction or movements of employing stocks 

twitter sentiment and stock price. 

 

1.1 ALGORITHMS 

In order to do the analysis and categorization, the following algorithms were utilized: 

Classifier based on the Random Forest. The output of the random forest method, 

which is also a supervised learning technique that uses ensemble learning, is more 

accurate than that of a single classifier since it relies on a collection of classifiers rather 

than just one for its final output value. It may be used by classifiers as well as regressors. 

Bagging and boosting are the two sub-components that make up ensemble learning, and 

random forest is considered to be part of the bagging sub-component. When we use 

5 Highest Price 

(H) 

Highest price of stock during 

a day. 

6 Percentage 

change 

(Pct_change) 

Percentage change in 

adjacent close value. 

Sr.No. Features Descriptions 

1 Polarity(ts_polarit

y) 

Polarity of twits 

2 Volume(twitter_

val- ume) 

Volume of 

the twits 



Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 

2326-9865 

 

2733 

 
Vol. 71 No. 4 (2022) 

http://philstat.org.ph 

 

 

 

bagging, we divide the dataset into multiple different training datasets, and give each 

classifier its own dataset to work with. Even while we can provide each classifier with 

just a single training dataset, it is possible that employing a variety of datasets can 

provide more accurate results. After reviewing the output of each classifier once again, it 

decides what the final result will be. 

Working - It uses the decision tree approach, which includes selecting properties, 

features, or samples at random. This is done in order to maximize accuracy. If we 

already have a dataset, it will be converted into a Bootstrap dataset before it is used (It 

will create a new dataset using samples chosen at random). The property of the target 

will come next. The Random Forest algorithm makes use of a number of different 

Decision Trees, each of which is created in a completely arbitrary way. The 

characteristic that will be used for the root node is now chosen at random, and the root 

node will be chosen based on whatever attribute partitions the data the most effectively 

into subsets. Following this pattern, further root nodes are chosen, and so on, until the 

decision tree has been constructed. In addition, bootstrap data is used during the process 

of developing each and every decision tree. 

Boosting Gradient Classifier. The Gradient Booster method builds trees one at a time, 

with each newly constructed tree contributing to the process of correcting the mistakes 

made by previously trained trees. When more trees are added to the model, the level of 

expression increases. Each every tree that is built is shallow in general, and there are 

three factors to take into account: learning pace, number of trees, and depth of trees. 

Estimators of the learning rate, as well as the number of them: The efficiency and 

precision of a model are both affected by a learning algorithm's hyperparameters, which 

are crucial components of the algorithm. The learning rate and the n estimators are two 

hyperparameters that are absolutely necessary for gradient boosting decision trees. 

When we talk about a model's "learning rate," we're referring to the pace at which it can 

absorb new information. When new trees are added, the general structure of the model is 

altered. The magnitude of the change is directly proportional to the pace of learning. 

When the learning rate is decreased, the model will learn at a more gradual pace. 

Because of the slower learning rate, the model ends up being more dependable and 

efficient overall. When it comes to statistical learning, models that learn more slowly do 

better. On the other side, a high cost is associated with slow learning. This brings us to 

the discussion of the second significant hyperparameter, which requires a longer period 

of time to train the model. 

LSTM RNN. Long-Short-Term Memory networks, or LSTM networks for short, are a 

type of RNN that have become increasingly popular for use in time series and sequential 

analysis. Every one of them is made up of three layers: a hidden layer, an output layer, 

and an input layer. Memory cells and three gates that are in charge of updating the cell 

state make up the LSTM network's hidden layer. This layer is part of an LSTM network. 

The vanishing gradient issue, which affects RNNs but not LSTM networks, is crucial for 

the prediction of stock prices because the processing of previous data by the neural 

network influences subsequent and future data. LSTM networks are immune to this 

problem. Figure 2 illustrates the LSTM network's general topology in addition to its 
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three gates. 

 

Fig. 2. Long Short Term Memory Network 

The values of the updated cell state are determined by the gates' output. The following 

equations depict this, 

𝑓𝑡 = 𝜎(𝑊𝑓. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (1) 

𝑖𝑡 = 𝜎(𝑊𝑖. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (2) 

𝑐𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (3) 

𝑜𝑡 = 𝑠𝑖𝑔𝑚𝑎(𝑊𝑜 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (4) 

ℎ𝑡 = 𝑠𝑖𝑔𝑚𝑎 ∗ 𝑡𝑎𝑛ℎ(𝑐𝑡) (5) 

 

where 𝑥𝑡, ℎ𝑡 and 𝑓𝑡 are input, output vectors and vector depicting the forget gate; 𝑐𝑡 is 

a representation of the cell state vector; it is a vector of the input gate; 𝑜𝑡 is a vector of 

the output gate; and 𝑊, 𝑏 are matrices and vectors representing the parameter values. 

 

XG Boost Regressor. Extreme Gradient Boosting (XG Boost) is a distributed, scal- 

able gradient-boosted decision tree (GBDT) machine learning framework. In super- 

vised machine learning, a model is trained using algorithms to discover patterns in a 

dataset of features and labels, and the model is then used to predict the labels on the 

features of a new dataset. It attempts to optimize a cost objective function made up of a 

regularization term (𝛽) and a loss function (d) 

Ω(𝜃) = ∑𝑛 𝑑(𝑦 �̂�  ) +  ∑𝐾 β(𝑓 ) (6) 

⏟𝑖_=_1 𝑖_, _̧ ⏟𝑘=_1 𝑘  

  

𝑙𝑜𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑠𝑎𝑡𝑖𝑜𝑛 

where 𝐾, 𝑓𝑘 , 𝑛 and �̂�𝑖  is a tree from the ensemble trees, number of trees to be gener- 

ated, the number of instances in the training set and the predictive value respectively. 

The following is a definition of the regularization term: 

(𝑓 ) = 𝛾𝑇 + 
1 

[𝛼 ∑𝑇 

 

|𝑐 | + λ ∑𝑇  

𝑐 2] (7) 
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𝑡 2 𝑗=1   𝑗 𝑗=1   

where 𝑐 𝑎𝑛𝑑 λ are the weight associated with each leaf and regularization term on the 

weight, and 𝛾 is the minimum split loss reduction. Let's say that 𝑓𝑡 (𝑥𝑖) = 𝐶(𝑥𝑖)with q in 

the range [1, T], where T is the number of leaves. 

By evaluating the error between the predicted values and observed values, the accu- 

racy of the model may be verified. It is recommended to use root mean square error, 

mean square error, and mean absolute error. The model performs better and more ac- 

curately as the output is closer to zero. 𝑀𝐴𝐸, 𝑀𝑆𝐸, and 𝑅𝑀𝑆𝐸 are each calculated using 

following equations. 

𝑀𝐴𝐸 = 
1 ∑|𝑦 − �̂�| (8) 

2 

𝑀𝑆𝐸 = 
1 ∑𝑛 

 

(𝑦 − �̂�)2 (9) 

𝑛     𝑖=1 

 
𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 (10) 

 

1 RESULTS 

Results for classification using gradient boosting classifier is shown in Fig. 3.: It gives 

accuracy of 55% 

 

Fig. 3. Gradient boosting classifier classification report 

Result for classification using Random Forest classifier is shown in Fig. 4.: It gives 53% 

accuracy. 

 

Fig. 4. Random Forest classifier classification report 
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The classification approach could not produce enough confidence to justify use to 

correlate stock movement with Twitter sentiments, with accuracy scores in the range of 

52–56 percent. 

Results of regression using Random Forest regressor shown in Fig. 5.: The following 

figure shows the graph between actual data and predicted data. It gives RMSE value 

equals to 0.0993 and R-squared value equals to 82.27%. 

Results of regression using LSTM is shown in Fig. 6.: The following figure shows the 

graph between actual data and predicted data. It gives RMSE value equals to 0.1334 and 

R-squared value equals to 68.01%. 

Results of regression using XG Boost is shown in Fig. 7.: The following figure shows 

the graph between actual data and predicted data. It gives RMSE value equals to 0.0477 

and R-squared value equals to 95.92%. 

 

 

Fig. 5. Real and predicted value of APPL using Random Forest Regressor 

 

Fig. 6. Real and predicted value of APPL using LSTM 
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Fig. 7. Real and predicted value of APPL using XG Boost 

 

CONCLUSION 

In this particular investigation, we make use of a variety of approaches to price 

prediction. These include random forest, LSTM, and XG Boost, in that particular 

sequence. Using the root mean squared error (RMSE), we determined the magnitude of 

the discrepancy between the anticipated price and the actual price. In comparison to 

LSTM and random forest, XG Boost delivered the most accurate results. This is because 

the model will be more accurate the closer a value was to zero. The price in real time 

was anticipated really well by the graph that was generated by XG Boost. 

Because its error was limited, XG Boost outperforms random forest and LSTM in terms 

of efficiency, accuracy, and outcomes. This is because its error was limited, which 

makes it very ideal for predicting the real stock price and reducing the uncertainty of 

future value. As a result, it can be said that XG Boost outperforms random forest and 

LSTM in terms of efficiency, accuracy, and outcomes. 
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