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Abstract 

Classification of invasive Breast Cancer, based on source, into: Ductal and 

Lobular is an important clinical problem since it promises targeted therapy 

rather than a common treatment regime for all the patients. These 

predominant types exhibit highly distinguishable genomic characteristics 

with genes like TBX3 and GATA3 mutated in Ductal and Lobular cases 

respectively making them targets for the treatment. In this work we 

propose an AI system that exploits deep learning techniques and 

multiomics data for classification of patients based on tumor source. The 

proposed system is based on a hybrid optimization model - Hunger 

Customized Narrowed exploration (HCNAE) that combines the traditional 

Aquila Optimizer and Hunger Games Search in a conceptual way. The 

hybrid deep learning model pools optimized features from LSTM and 

MSE-CNN models that results in higher accuracy. The loss function of 

CNN is modified to reduce the classification losses. Finally, a comparative 

evaluation is performed to ensure that the proposed model is effective in 

identifying BC subtype based on the source. 

Keywords: Invasive Breast Cancer; Median-based Z-score normalization 

method; Hunger Customized NArrowed Exploration (HCNAE); Mean 

Square Error Based (MSE) based Convolutional Neural Network (MSE-

CNN), Long-Short Term Memory (LSTM) 
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1.   Introduction 

A huge women population across the globe is being highly affected by Breast Cancer (BC), and it is 

said to be the second major cause for the death for women. In India alone, there were approximately 

260,000 new instances of female BC and 40,000 fatalities in 2019 [1] [2] [3] [4]. These figures 

indicate that developing strong knowledge-based diagnostic and prognostic technologies capable of 

generating phenotype estimations for a person is crucial as they assist in tailored therapy. BC has 

been reported to be a heterogeneous disease with several molecular subtypes, each with diverse 

molecular properties as well as clinical signs [2]. Personalized medicine attempts to give the most 

appropriate treatment plan depending on the patient's medical history, genetic traits, and 

responsiveness to medication to resolve the issue [5, 6]. During the last few years, cancer research 

has undergone a steady transformation, resulting in clinically meaningful subtyping [1] [5] [6] [7] 

[8].  

Researchers have used many approaches, including early-stage screening, to detect tumor forms 

before they start showing symptoms. They have also introduced new opportunities for predicting 

cancer therapy outcomes earlier [9] [10] [11] [12]. Three biomarkers, ER, PR, and HER2, have 

customarily been used to distinguish BC in terms of prognosis. Such biomarkers are indeed 

effective therapeutic targets [7]. The Cancer Genome Atlas (TCGA), a popular project related to 

cancer research has also put efforts in understanding the nature of two types of invasive breast 

cancer: Invasive Ductal Carcinoma (IDC) and Invasive Lobular Carcinoma (ILC) [13]. IDC is the 

most common type of breast cancer that develops in the milk ducts of the breast, it comprises of 

about 65-85% of total cases.  The other variant, ILC constitutes 10% of all cases is considered to be 

an advanced type. ILC develops in the breast milk-producing lobules. The distinctive genomic 

characteristics of ILC distinguishes it from the IDC, providing prospects for targeted therapy. 

 ILC type exhibit CDH1 and PTEN loss. Also, mutation is observed in PTEN, TBX3, and 

FOXA1 in case of ILC. PTEN loss is associated with increased AKT phosphorylation, which was 

highest in ILC among all breast cancer subtypes. Spatially clustered FOXA1 mutations correlated 

with increased FOXA1 expression and activity. Conversely, GATA3 mutations and high expression 

characterized luminal A IDC, suggesting differential modulation of ER activity in ILC and IDC.  

Identifying these genes and labeling patients as ILC or IDC cases provide more personalized 

treatment opportunities. In this work we exploit unique opportunity provided by modern high-

throughput technologies in classifying BC patients based on genetic features represented by multi-

omics profiles. The correct diagnosis and prognosis of clinical outcomes is amongst the most 

intriguing as well as difficult challenges for clinicians [14] [15] [16]. “Numerous interim analyses 
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of gene expression, somatic mutation, CNV, and protein expression” data have been published in 

the literature as a result of large-scale collaborative efforts such as TCGA and International Cancer 

Genome Consortium” [17] [18] [19]. While these platforms have providedaccess to a large amount 

of curate data, it is critical to solve the long-standing bottleneck of omics integration in order to gain 

a better understanding of cancer prognosis and phenotype. In numerous cancer researches, “multi-

omics data” integration has emerged as a potential technique for predicting clinical outcomes and 

identifying biomarkers [14] [20]. In cancer research, modeling of survival and treatment response 

clinical outcomes can serve as a stepping stone toward individualized therapy [21] [22] [23]. The 

integration of omics enables to investigate the genome sequence at numerous degree of 

sophistication at same time as well as establish concluding remarks. Because of the significant 

dimension and variability associated with omics datasets, linear forecast models for these kinds of 

research frequently fail. As a result, a sophisticated integrated method is necessary to manage this 

disparate information in a logical manner. 

As a consequence, medical researchers are increasingly using Machine Learning (ML) approaches. 

Such algorithms are capable of discovering and identifying patterns and links in massive data, as 

well as successfully forecast cancer subtypes [24] [25]. It seems obvious that using machine 

learning techniques to predict cancer susceptibility, relapse, and mortality could enhance treatment 

outcomes. Researchers have indeed devised a number of computer algorithms for predicting 

metastasis as well as its important attributes. Some approaches used clinic pathological features, 

while others used “image-based features or text-based features”, and the most modern techniques 

have used “omics-based data”. This article highlights in silicosource-based subtype prediction 

algorithms that include omics information as features. To enhance the classification accuracy, the 

features needs to be extracted precisely [26].  

Recently, in computational biology and bioinformatics,“Deep Learning-based technologies” have 

been extensively used. The advantages of learning non-linear functions and recovering low - 

dimensional feature representations [3] show how Deep Learning (DL) models have progressed. 

We combine multi-omics data with Deep Learning-based forecast models as a result of these 

considerations. Although most current methodologies use only one or few of types of omics data, 

such as “mRNA-seq and miRNA-seq data”, we believe that combining greater varied data might 

contribute to stronger prediction, especially when deep learning is used. 

The key contribution of this research work is: 

(a) To introduce a new Median-based Z-score normalization method for data pre-processing 

purpose. 
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(b) To extract Tangent Weighted Entropy (TWE) and higher order statistical features” 

(c) To introduce a new Hunger Customized Narrowed Exploration (HCNAE) for optimal feature 

selection. This HCNAE is the conceptual blend of standard Aquila Optimizer (AO) and Hunger 

Game Search (HGS), respectively.  

(d) To develop a new hybrid deep learning model with standard LSTM and MSE-CNN [27] [28] 

models for BC classification. 

In this sectionwe discussthe literature on BC-omics data. In the following sections the data sources, 

the proposed classifier, feature extraction and feature selection techniques used, the BC classifier 

using a hybrid DL model are discussed. Finally, we present the results and discuss our findings. 

1.1.   Related work 

In 2015, Giovanni Ciriello et al. [29] in their study highlighted that ILC and IDC are  clinically and 

molecularly distinct diseases. They summarized that ILC patients suffered loss of biomarkers like 

CDH1 and PTEN, AKT was found to be activated and genes such as TBX3 and FOXA1were 

mutated.Conversely, GATA3 mutations and high expression characterized IDC, suggesting 

differential modulation of ER activity in ILC and IDC. 

In 2021, Liu  et al. [25] have embarked on a project new computational technique for subtyping BC. 

The BTF has been leveraged with multi-omics data from 762 BC patients collected from: “The 

Cancer Genome Atlas, including RNA-sequencing expression profiles, copy number variation, and 

DNA methylation”. Using the BTF's factorized latent characteristics, they used a “consensus 

clustering method” to identify BC subtypes. KM estimators were being used to look at the subtype-

specific survival patterns of BC patients. Several state-of-the-art methodologies for “cancer 

subtyping” were contrasted with suggested method. Even though, the projected model has recorded 

better statistical outcomes, it still suffers from the drawbacks of lower detection accuracy and 

precision.   

In 2021, Johnson  et al. [30] have presented an OMS map derived from four serial biopsies taken 

over the course of 3.5 years of treatment in a woman with metastatic BC. This resource connects 

diagnostic and improvisational assessments, including such "comprehensive DNA, RNA, and 

protein profiles; images of multiplexed immunostaining; and 2- and 3-dimensional scanning 

electron micrographs", to in-depth, “longitudinal clinical metadata” that contains treatment duration 

and dosing frequency, anatomic imaging, and blood-based response metrics. Such findings disclose 

details on the tumor genome's variability and development, as well as signal transduction, the 

immunological microenvironment, cellular composition and structure, and ultra structure. They 

https://www.cell.com/cell/fulltext/S0092-8674(15)01195-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS0092867415011952%3Fshowall%3Dtrue
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show how integrated analysis of this data might identify potential mechanisms of responsiveness 

and tolerance, as well as uncover new therapeutic susceptibility. But, the computational complexity 

is higher in terms of response time and memory consumption.  

In 2020, Chen  et al. [31] Have generated an IMNA with the objective of identifying great promise 

essential genes in regulatory networks by assimilating interactions of molecules across numerous 

biochemical scales, such as "GWAS signals, gene expression-based signatures, chromatin 

interactions, and protein interactions from network topology”. They used this method to prioritize 

essential genes implicated in regulatory networks in BC. They additionally created an AGES profile 

for BC depending upon that “gene expression deviation of the top 20 rank-ordered genes”. AGES 

scores have been linked to genetic variations, tumor characteristics, and survival of patients. 

However, potential important genes without genetic support were not taken into consideration.   

In 2020, Cui  et al.[32] have used a “multi-omics integrated approach based on long non-coding 

RNAs (lncRNAs)” to evaluate medication reactions. Considering “lncRNA, microRNA, messenger 

RNA, methylation levels, somatic mutations, as well as the survival data” of cancer patients 

receiving with medications, they found DRlncs. To find DRlncs for various chemotherapeutic 

medicines in BRCA, researchers used an “integrative and quantitative multi-omics method”. To 

find DRlncs for various chemotherapeutic medicines in BRCA, researchers used an integrative and 

quantitative multi-omics method. Adriamycin, Cytoxan, Tamoxifen, and all BRCA patient samples 

have been used to identify certain DRlncs. Such DRlncs exhibited distinct characteristics in terms 

of expression as well as computational precision. 

In 2020, Rahman  et al. [33] have analyzed GDF10's potential as a medicinal biomarker for human 

BC using a multi-omics approach. Using the Oncomine, GEPIA2, immunohistochemistry, and 

UALCAN datasets, they looked at GDF10 mRNA expression patterns in BC subtypes. The 

assessment' findings showed that GDF10 expression in BC subtypes was downregulated. By 

analyzing 16 BCE studies from the cBioPortal database, three additional missense mutations in the 

GDF10 protein sequence were discovered with a frequency of 0.62 percent –2.95 percent copy 

number alterations. Additionally, Kaplan-Meier plots demonstrated a link among GDF10 

downregulation and a lower chance of survival in BC patients. GDF10's co-expressed gene 

expression has also been linked with the development of BC. However, interlink features between 

the genes has not been considered.  

In conclusion, the ML approach was chosen differently in different studies. More comparative 

research, that is, research that employ more than one classifier and offer numerous accuracy 

metrics, are required, but for the time being, it appears that SVM is indeed the better performing 
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classifier, followed by RF. Because “microRNA and DNA methylation levels” impact gene 

expression, contemporary omics-based methodologies employing a system biology model for 

detecting metastasis are crucial, and should have been included when constructing a model. Such an 

investigation, unfortunately, necessitates a large volumes of information, and feature selection has 

become a time-consuming procedure that limits model generalization ability. A novel technique is 

required to improve the models on the basis of predictive accuracy and generalization. This 

technique might be DL, which combines an automated feature selection procedure and directly 

captures the nonlinear and complicated interactions of high - dimensional data or noisy biological 

data. Furthermore, when adapted to different cancer-related prediction tasks, DL techniques have 

outperformed or were on par with other ML approaches that need an outlier detection phase. 

Nonetheless, there are few up-to-date DL techniques established to enhance the metastatic 

prediction problem. To minimize over fitting and propose a more flexible prediction model, DL, 

requires more data than typical ML models. Nonetheless, emerging approaches like “zero-shot 

learning” and “few-shot learning” help to overcome this barrier to a certain degree. Methods like 

resampling and cost sensitive learning [8] can also be utilized to address the imbalance in accessible 

omics data. However, in order to produce algorithms that can generalize effectively over a wider 

range, additional comprehensive and varied training sets are usually required. Dealing with cases 

when the number of features exceeds the number of data samples for model training and validation 

is yet another problem. Therefore, the deep learning with optimization technology [24] can be used.  

2.   MATERIALS AND METHODS 

In this section data used for the study and the proposed model is summarized. 

2.1.   Data 

Multi omics data of 705 breast tumor samples from TCGA was used for the experiment. Of the total 

samples 574 and 131 are IDC and ILC cases respectively.  The omics data type and the number of 

features for each type are summarized in Table 1. The data used for training the model has already 

been considered earlier for astudy on bio-markers of cancer based on multiomics data [34]. In total 

1936 features across 4 omics types were considered. 

Table 1. Summary of data used for training the classifier 

Omics Type Number of 

features 

Description of Omics 

type 

Copy number 

variations(DNA) 

860 Number of copies of  

gene in the cancer. 
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Input data 

Feature Extraction 

 Tanh Weighted Entropy (TWE)-proposed 

 mutual information,  

 correlation based features 

 statistical features (mean, median and 
standard deviation), 

  improved higher order statistical features 

(Improved skewness-proposed, kurtosis and 

variance) 

LSTM 

MSE-CNN 

Proposed hybrid Classifier 

 

 

 

 

 

Score level fusion  
ILC/IDC BC 

Pre-Processing  

 

Optimal Feature selection  

 

Median-based Z-score 

normalization 

Hunger Customized 

Narrowed Exploration 

(HCNAE) 

HGS AO 

Somatic mutations 

(DNA) 

249 Whether the cancer 

has mutated in a 

given gene. 

Gene expression 

(mRNA) 

604 How much is a 

certain gene being 

expressed. 

Protein levels 223 How much is a 

certain gene being 

expressed. 

 

2.2.   PROPOSED BC DETECTION MODEL: AN OVERVIEW 

2.2.1.   Architectural Description  

A novel source-based BC classification model is introduced by following three major phases: “(a) 

data pre-processing, (b) feature extraction and (c) optimal feature selection and (d) detection”. The 

architecture of the projected model is shown in Fig.1. Let the input data be denoted as niDinp

i ,...2,1;   

.The steps followed in the projected model are mentioned below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Architecture of the projected BCSubtype Classifcation Model 
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Step 1- Initially, inp

iD  is pre-processed via median based Z-score normalization (proposed). The 

resultant pre-processed data is denoted as pre

iD  . 

 

Step 2- Then, from pre

iD  , the features like “TWE IEg , mutual information MIg , correlation based 

features Cg , and statistical features statg   (mean, median and standard deviation), improved higher 

order statistical features hstatg   (Improved skewness, kurtosis and variance)” are extracted. These 

retrieved features are fused together, and it is pointed as = G = IEg + MIg + Cg + statg + hstatg   

 

Step 3-The extracted feature G has both the relevant as well as irrelevant features. While using both 

these features, the computational complexity of the model will increase.  Therefore, in optimal 

features are isolated, via HCNAE-a new hybrid optimization model. The projected HCNAE is the 

conceptual blends of the standard AO [26] and HGS [27], respectively. The selected optimal 

features are represented using the notation optG  

  

Step 4- Ultimately, the detection is accomplished via a new hybrid deep learning model. The 

projected hybrid deep learning model is the conceptual amalgamation of the standard LSTM and 

MSE-CNN, respectively. These two classifiers will be trained via optG . The outcome from LSTM 

and MSE-CNN is LSTMout and CNNMSEout  , respectively. The ultimate outcome (regarding the BC)is the 

score level fusion of the outcomes acquired from LSTM LSTMout and CNN CNNMSEout  , respectively.  

2.3.   Data Pre-Processing via Median-based Z-score normalization 

Pre-processing is the most important phase since it helps to prepare the data in the most useful way. 

Because data preprocessing can have a significant impact on the learning model's outcome, it's 

critical that all features are on the same scale. In such algorithms, normalization is crucial. The Z-

score nomination enhances the model's numerical stability while also cutting down on training time. 

The normalization of Z-scores isn't very good. Outliners are not as well protected by data 

normalization. As a result, this study introduces a median-based Z-score normalization-based pre-

processing model. This stage is diagrammatically shown in Fig.2. 
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Fig. 2. Pre-processing Stage 

Median-based Z-score normalization: This is based on the input data's median  Med (proposed- 

median is determined rather than mean in conventional Z-score) and standard deviation . The use 

of the median value instead of the mean will aid in the translation of raw data into something 

meaningful. When there are multiple attributes but in various scales, this can lead to terrible data 

models. When using median based z score normalization, all of the attributes are brought to the 

same scale. The Median-based Z-score normalization may be expressed mathematically as Eq.(1) to 

Eq. (3), respectively. 

 



MedD
D

inp

ipre

i


  (1) 

n

DDD
n

i

inp

i

inp

i

inp

i




 1

(

  (2)  

Here, inp

iD is the mean of inp

iD . 

n
n

i

inp

i

inp

i DD

/1

1









 



 (3) 

The pre-processed data acquired as a resultant is denoted as pre

iD .  

3.   Feature Extraction and Feature Selection 

3.1.   Feature Extraction 

The features like “Tanh Weighted Entropy (TWE), mutual information, correlation based features, 

and statistical features (mean median and standard deviation), and improved higher order statistical 

features (skewness, kurtosis and variance)” are extracted from pre

iD  This stage is diagrammatically 

shown in Fig.3. 

 

Input data 
(raw data)

Median-based 
Z-score 

normalization

Pre-Processed 
data
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Tanh weighted entropy (TWE) (proposed): the entropy based features provides information 

regarding the variables in the database. In order to acquire a much more reliable information 

regarding the variables, and its variations (i.e. between diseased and non-diseased), here is a 

requirement forthe variables, and its variations (i.e. between diseased and non-diseased), here is a 

requirement foran improved entropy based feature extraction. As a resultant, a new TWE has been 

introduced in this research work. Mathematically, this can be given as per Eq. (4) to Eq. (6), 

respectively. 

 

 

 

 

 

 

 

 

 

Fig. 3. Feature Extraction Stage 

 

)(*)( pre

i

pre

i

IE DEWDg   (4) 

 

Here, W  is the weight function that is computed using the tanh function, and )( pre

iDE points to the 

standard entropy function. 

1

))(2(
1

2


 











pre
iD

e
W  (5)  

)log(.)(
)(

1
i

D

i
i

pre

i probprobDE

pre
ii









 (6) 

Here, )(
pre

ii
D is the unique value of the feature attribute. The extracted features is pointed as IEg . 

Mutual Information: Mutual information is indeed a measurement of the decrease in uncertainty 

for one variable when another variable's value is known.The mutual information of two variables 

BA, within pre

iD can be computed as per Eq. (7). 

Feature 
Extraction

tanh 
weighted 
entropy 
(TWE)

mutual 
information

correlation-
based 

features

statistical 
features 

improved 
higher order 

statistical 
features
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)|()();( BAHAHBAg MI   (7) 

Here, );( BAf MI is the mutual information of BA, . )(AH is the entropy of A and )|( BAH is the 

conditional entropy of A given B . The extracted features arerepresentedas MIg . 

Correlation: It provides information regarding the correlation between the variables (used to 

analyze relevance). This assists in precise detection outcome and also aids in minimizing the errors 

that takes place during the detection process. The correlation between variables ba,  of pre

iD . The 

extracted features arerepresentedas Cg . 

Statistical Features: The statistical features like “mean, median and standard deviation” is extracted 

from pre

iD . The extracted feature arerepresented as statg . 

Higher order statistical features: The features like improved skewness (proposed) and kurtosis are 

extracted from pre

iD .  The extracted feature arerepresented as hstatg  . 

These retrieved features are fused together, and represented as G = IEg + MIg + Cg + statg + hstatg  . 

The extracted feature-set G has both the relevant as well as irrelevant features. The optimal features 

are isolated, via HCNAE that is discussed in next section. 

3.2.   Feature Selection 

From G , the most optimal features are selected via a new optimization technique, HCNAE. The 

projected hybrid optimization model is the conceptual blend of the standard AO [26] and HGS [27], 

respectively. AO has been developed based on the Aquila’s prey hunting capability.  HGS is based 

on the social behavior of animals in hunting their prey.Since the AO and HGS are both effective at 

solving difficult optimization problems with high convergence, they have been combined to create a 

novel hybrid optimization model. The HGS model is implied with AO’s solution updating phase. 

The input to the projected model is the extracted features G . The phases of the projected hybrid 

optimization model are: “Solutions initialization, expanded exploration, narrowed exploration, 

expanded exploitation and Narrowed exploitation”, respectively. The steps followed in the 

projected hybrid optimization model are demonstrated below: 

Phase 1: Solution initialization:The population of candidate solution population solutions G  

(given in Eq. (8) and Eq. (9)) are initialized. These are generated based on the problem's lower 

bound  LB  as well as upper  UB  limits.  
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Here, 
ig  symbolises the positions of thi solution and n signifies the total number of candidate 

solutions, & Dimrelates to the problem’s dimension size. 

 
Dimqni

LBLBUBrandG qqqiq

,...,2,1;,...,2,1 


 (9) 

Phase 2: Extensive exploration  1G  

In this phase  1G , the Aquila uses a greater soar with a vertical stoop to determine the better hunting 

location and identify the prey area (row of optimal features). This behaviour is given in Eq. (10). 

        1
max

111 ritrGitrG
itr

itrGitrG bestmeanitrbest 







   (10) 

Here,  11 itrG points to the solution at the subsequent iteration of itr (current iteration);  itrGbest  

best-obtainedsolution at itr and  itrGmean is the mean value corresponding to the current location of 

the search agent (given in Eq. (11)). Through the iterations, the expanded search is controlled by 









itr

itr

max
and 1r is a random number generated between [0, 1]. In addition, itr and itrmax points to the 

current and maximal iteration counts, respectively.  

    DimqitrG
n

itrG
n

i
imean ,....,2,1;

1

1

 


 (11) 

Phase 3: Proposed Narrowed exploration  2G  

When an optimal feature (targeted prey) is identified by the search agent, from a high soar; it 

prepares the land and then attacks the prey. The foraging behavior based on HGS (HGS is implied 

within AO) is mathematically given in Eq. (12). 





















 32;1)(.2..1

22;1)(.2..1

11))1(1).((

)1( GameErandlranditrGbestGWRbestGW

GameErandlranditrGbestGWRbestGW

GamelrandrandnitrG

itrG (12) 

Here, 2,1 randrand is a random number generated between [0, 1]. )1(randn is a random number that 

satisfies the normal distribution. The value of 1W  in hunger role is computed using Eq. (13). 
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Here, 4rand is a random number generated between [0,1]. The value of 2W  in hunger role is 

computed using Eq. (14). 

  2*5*))()(exp(1)(2 randishungryihungryiW    (14) 

Here, 5rand is a random number generated between [0, 1]. The variation control for all positions E

using the newly projected expression is given in Eq. (15). 

 BiobjE  )(tanh       (15) 

Here, )(iobj is the fitness of the search agent and B is the best fitness acquired so far. R is updated 

using Eq. (16) and Eq. (17), respectively. 

shrinkrandshrinkR  **2    (16) 











itr

itr
shrink

max
1*2    (17) 

Phase 4: Expanded exploitation  3G  

Once, the prey are (optimal feature’s location) is identified, the search agent is ready to land and 

attack it. This behaviour is mathematically given in Eq. (18). 

    
   







LBrandLBUB

randitrGitrGitrG meanbest

4

3)(13                 (18) 

In Eq. (19),  13 itrG symbolises the solution of the 3rd search technique's  3G  in next iteration, 

 itrGbest the estimated position of the prey till thi iteration, 4,3 randrand is randomly generated 

between [0, 1],  and   are the exploitation modification variables reduced to (0.1). LB denotes the 

lower bound &UB specifies upper bound of the problem 

 

 

Phase 5: Proposed Narrowed exploitation  4G  

The prey is attacked (i.e. optimal solution is identified) in this phase  4G , this mechanism is shown 

mathematically in Eq. (19). 

      
  12

14

6

51

MrandLevyM

randitrZMitrGQFitrG best
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Here, 5rand , 7,6 randrand are the random numbers generated between [0,1]. QF is a quality function 

that is used to maintain the equilibrium of this phase  4G . Therefore, QF is computed using a new 

expression given in Eq. (20) to Eq. (22). Here, )10,1(;10*7   rand .  

  )/1(
max/1

12
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  (20) 
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itr
M
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122  (22) 

The selected optimal features are represented using the notation optG  

4.   BC detection via hybrid deep learning model 

Ultimately, the final classification step is accomplished via a new hybrid deep learning model. The 

projected hybrid deep learning model is the hybrid of the standard LSTM and MSE-CNN. These 

two classifiers are trained using the optimal feature-set optG . The outcome from LSTM and MSE-

CNN is LSTMout and CNNMSEout  , respectively. The ultimate outcome (regarding the BC) is the score 

level fusion of the outcomes acquired from LSTM LSTMout and CNN CNNMSEout  , respectively. The 

major objective of this research work is to minimize the classification errors errorC . Therefore, MSE-

CNN and LSTM has been hybridized for highly accurate classifier.  

4.1.   MSE- CNN 

A convolutional neural network [29] is a neuron-based hierarchical structure. A function with input 

optG  and output out  is used to represent a single neuron. This is mathematically shown in Eq. (23) 

and Eq. (24), respectively.  

)*( )1()1()1()(   llloptl ZHactout   (23) 

)1(

1
)(

optH

opt

e
Hact


  (24) 

The weight function is  , the scalar bias function is Z , and the sigmoid activation function is (.)act  

(proposed). The training procedure involves experimenting with a range of constraints (such as 

weights and biases) in order for the neural network to match the connection among outputs and 

inputs. The backpropagation algorithm is indeed a popular learning model wherein a loss function is 

built using the improved mean square error (MSE) (proposed-MSE is used instead of entropy 

function in standard CNN). The newly formulated loss function is shown in Eq. (25) respectively.  
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randobs ee )1log( )()(   (26) 

Here, rand is a random value that is computed using the sinusoidal map.  

4.2.   LSTM 

LSTM [28], which is a modified Recurrent Neural Network approach, operates well on a wide 

range of situations and therefore is currently frequently exploited. By including gate units and 

memory cells inside the neural network design, LSTM addresses the problem of finding out where 

to remember input over time. Cell states in memory cells store info that has been previously 

witnessed. When information enters a memory cell, the result is determined by a mixture of cell 

states, as well as the cell state is then updated. The LSTM has cell consists of three gates: “update, 

output and forget”. The input that needs to be processed is updated by the update gate. The forget 

gate stores the necessary information in the memory. The output gate determines what will be 

output. Mathematically, LSTM can be given as per Eq. (27) -Eq. (31), respectively.  

)],[( 1
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uu biasHjW    (27)  

)],[( 1
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 (29) 

tC f * ttt CiC *1     (30) 

)],[( 1

o

tt

oo biasHjW     (31) 

Here, f , u and o points to the forget gate, update gate and output gate, respectively.  points to 

the sigmoid function. in addition, uW , fW and cW represents the weight corresponding to the update 

gate, forget gate and output gate, respectively.  1tj is the input of the previous state , tC is the new 

cell state and  1tC is the previous state of the cell. The outcome from LSTM is LSTMout .The final 

result is a score level fusion of the results from the LSTM and CNN, respectively.  

5.   Result and Discussion 

Python was used to implement the proposed BC classifier. Seventy percent of the data was set for 

training, while the remaining thirty percent was used for testing. The proposed model was evaluated 

in terms of "accuracy, F-measure, FNR, FPR, MCC, NPV, Precision, Recall, Sensitivity, and 
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Specificity". The positive measures of "accuracy, sensitivity, specificity, and precision" should be 

high, whilst the error measures of "FPR and FNR" should be kept as low as possible. 

5.1.   Performance Analysis  

The proposed model (HCNAE+ Hybrid deep learning classifier) is compared to current models 

such as AO+HC, HGS+HC, CMBO+HC, BES+HC, CSO+HC, and so on. The predicted model 

records a notable performance over every change in the learning rate when assessing the obtained 

results. The maximum accuracy was reported by the proposed model. The hybridization of two 

classifiers for classification purposes is the main cause for the improvement in prediction accuracy. 

The predicted model achieves the greatest accuracy of 97.5 percent when training the model with 

70% learning. The proposed model has a greater sensitivity, specificity, and accuracy than existing 

models. Furthermore, when compared to traditional models, the projected model has the greatest F-

measure. The projected model has the greatest F-measure (miscellaneous measure) of 0.985 at 

learning rate of 0.8, which is higher than AO+HC=0.75, HGS+HC=0.58, CMBO+HC=0.78, 

BES+HC=0.83 and CSO+HC=0.82 Furthermore, for any modification in learning percent, the 

projected model's NPV and MCC are greater than the conventional models. The projected model, 

on the other hand, has the fewest misclassifications (i.e., lowest FPR and FNR).The estimated 

model's FNR is lower than that of existing models. For any modification in the learning percent, the 

estimated model's FNR is less than 20%. The anticipated model, on the other hand, shows FNR 

values exceeding 35%. The selection of optimum features for training the deep learning classifiers 

employed in the detection phase is the main cause for the decrease in FNR. The proposed model is 

claimed to be very important for BC subtype classification as a whole. 

  

(a) Accuracy (b) F-Measure 

  

(c) FNR (d)FPR 
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(e) MCC (f)NPV 

  

(g)Precision  (h)Recall 

  

(i)Sensitivity (j)Specificity  

Fig. 4. Performance analysis of the projected Model over existing models 

5.2.   Convergence Analysis  

The BC detection model is considered as an optimization problem, and it solved using a new 

HCNAE model. The HCNAE is formulated by blending HGS and AO, respectively. The HCNAE 

model has been theoretically said to be higher convergent, due to the consideration of the tanh 

(hyperbolic tangent) as well as proposed Narrowed exploitation and proposed Narrowed 

exploration. The objective function or fitness function of this research work is minimization of the 

detection accuracy. So, the approach that records the least cost function or fitness is said to be the 

highly convergent one. As per the recorded outcomes, the projected model has recorded the least 

cost function than the existing models. Initially, the cost function of the existing as well as projected 

model is higher, and as the iteration count increases there is indeed a steep decrease in cost function 

over increase in iteration count.  The cost function recorded by HCNAE is much lower than HGS 

alone and AO alone, respectively. Thus, by hybridization, there is increase in convergence speed. 
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At 50
th

 iteration (highest value), the projected model has recorded the least cost function as 1.088. 

Thus, HCNAE is said to be highly convergent over the existing models.  

5.3.   Analysis on Feature Selection Performance 

The features selection plays a vital role in reducing the computational complexity of the model. The 

results acquired by the projected BC detection framework in terms of feature selection are shown in 

Table 2. The projected framework could achieve 78.3%, when no feature selection is applied. In 

addition, with Principle Component Analysis (PCA) and Linear discriminant analysis (LDA) based 

feature selection, the projected model has recorded the accuracy as 67.5% and 80%. When, a new 

optimization model has been used for selecting the optimal features, the projected model recorded 

92.9% accuracy. In addition, the errors (FPR and FNR) have also been reduced with optimal feature 

selection. Thus, the projected model is said to be much applicable for enhancing the BCsubtype 

classification. 

 

 

 

 

 

 

 

 

Fig. 5. Convergence Analysis of HCNAE 

5.4.   Classifier Performance Analysis  

The classifier is the ultimate decision maker in this research work. The projected HC is compared 

over the existing classifiers, and the results acquired are shown in Table 3. The proposed hybrid 

deep learning model (HC) combines the standard Long Short Term Memory (LSTM) and Mean 

Square Error Based (MSE) based Convolutional Neural Network (MSE-CNN) models for BC 

detection in this research work. The accuracy recorded by the projected model with HC is 92.9%, 

which is indeed a best score compared to Bidirectional Gated Recurrent Unit (BI-GRU) = 0.8625; 

Classification- Deep Belief Network (DBN)= 0.779167; Recurrent Neural Network (RNN)= 

0.729167; Support Vector Machine (SVM) [13] = 0.85 and Logistic Regression (LR) [6] =0.875. 



Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 

2326-9865 

 

2851 

 

 

Vol. 71 No. 4 (2022) 

http://philstat.org.ph 

 

The MSE-CNN has highly contributed in enhancing the detection performance.  Moreover, HC has 

recorded the highest specificity as 96.7%.  In addition, hybrid deep learning model has exhibited 

least error values (FPR and FNR), and this is due to the improvement made within CNN in terms of 

loss function.  

Table 2. Analysis on the projected BC Detection Framework in terms of Feature Selection 

Performance 

Measures Proposed work with 

score based data 

normalization + 

proposed multiple 

feature + optimized 

feature selection and 

hybrid classifier 

Proposed work 

without 

optimization 

Proposed work 

with PCA based 

feature selection 

Proposed work 

with LDA based 

feature selection 

Specificity (%) 0.967391 0.755435 0.798913 0.73913 

Sensitivity (%) 0.803571 0.875 0.267857 0.783333 

Recall (%) 0.803571 0.875 0.277857 0.538462 

Precision (%) 0.882353 0.521277 0.288462 0.538462 

NPV (%) 0.941799 0.952055 0.781915 0.781915 

MCC (%) 0.797114 0.546264 0.0685496 0.630867 

FPR (%) 0.0326087 0.244565 0.201087 0.26087 

FNR (%) 0.196429 0.125 0.732143 0.532143 

F-Measure (%) 0.841121 0.653333 0.277778 0.7 

Accuracy (%) 0.929167 0.783333 0.675 0.8 

 

 

Table 3. Analysis on the projected BC Detection Framework in terms of Classifiers  

Measures Hybrid deep 

learning model 

(HC-MSE-

CNN+LSTM) BI-GRU DBN RNN SVM[13] LR[6] 

Specificity (%) 0.967391 0.913043 0.875 0.782609 0.891304 0.923913 
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Sensitivity (%) 0.803571 0.696429 0.464286 0.553571 0.714286 0.714286 

Recall (%) 0.803571 0.696429 0.464286 0.553571 0.714286 0.714286 

Precision (%) 0.882353 0.709091 0.530612 0.43662 0.666667 0.740741 

NPV (%) 0.941799 0.908108 0.842932 0.852071 0.911111 0.913978 

MCC (%) 0.797114 0.613323 0.356003 0.311532 0.59152 0.646406 

FPR (%) 0.0326087 0.0869565 0.125 0.217391 0.108696 0.076087 

FNR (%) 0.196429 0.303571 0.535714 0.446429 0.285714 0.285714 

F-Measure (%) 0.841121 0.702703 0.495238 0.488189 0.689655 0.727273 

Accuracy (%) 0.929167 0.8625 0.779167 0.729167 0.85 0.875 

 

6.   Conclusion 

A unique BC diagnostic technique based on a hybrid deep learning model from multi-omics data 

has been proposed in this research. This model is the need of the hour since source-based 

classification can assist in tailored therapy. The most accurate model is the one with optimized 

feature selection methods that is a hybrid of AO and HCN optimization techniques. This model may 

be a part of AI system that can help clinicians with more accurate treatment strategies along with 

other models that aid in survival analysis and drug response prediction system. For this work, we 

initially considered, the multiomics data that was pre-processed using a Median-based Z-score 

normalization approach (proposed). Following that, features such as "Tanh Weighted Entropy 

(TWE)-proposed, mutual information, correlation-based features, and statistical features (mean, 

median, and standard deviation), as well as improved higher order statistical features (improved 

skewness (proposed), kurtosis, and variance)" were extracted. The HCNAE algorithm was then 

used to choose the best features from the recovered features. Finally, the source based with BC 

classification is carried out using a unique hybrid deep learning model. The proposed hybrid deep 

learning model combines the MSE-CNN and LSTM algorithms. The final result will is a score level 

fusion of the results from the LSTM and MSE-CNN. Finally, a comparative evaluation is performed 

to ensure that the proposed model is effective in detecting BC. The highest classification accuracy 

of 97.5% is recorded by the projected model. 
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