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Abstract 

The identification of vehicles is a challenging task; the gathered infor-

mation may produce the deviation from mathematical computations. The 

deep metric learning framework is proposed to detect and classify the ve-

hicles; the proposed model has the process of bounding box construction, 

vehicle tracking and detection. The embedding vector is used to process 

the input images and fed into a convolutional neural network for obtaining 

the vehicle tracking process with the computed  distance within the ve-

hicles and the measurement of the similarity degree between the vehicles. 

BIT Vehicle Dataset is involved for testing the proposed framework; the 

dataset has the different kind of vehicle images for performing the evalua-

tion process. 

Keywords: Deep Metric Learning, Vehicle detection, Vehicle Tracking, 

Embedding vector, BIT Vehicle Dataset 

1 Introduction  

The intelligent traffic maintenance system is an emerging technique which provides an 

innovative framework for improving the secured transportation. The vehicle classification in 

traffic system has several applications and the vehicle tracking has a challenging process as 

the images are gathered from several sources [1]. The vehicle types produce various 

similarities that reduce the performance of the vehicle classification process. The vehicle 

identification and tracking process has several issues and it could be reduced using the 

advanced machine learning technique for performing better classification process [2]. The 

dataset has the capability of gathered vehicle images using the improved histogram process 

for detecting the vehicles from the denoised images [3]. The vehicle detection techniques 

have been developed for providing the highest accuracy, easy way of implementation, and 

image adaptation. The vehicle classification with traffic flow data has produced the analysis 

of the planning environment [4]. Additionally, the traffic flow analysis system has produced 

the monitoring system for understanding the traffic violations and poor traffic management 

process [5]. The real-time traffic flow data could not be generated through the inefficient 
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vehicle classification system, so the enhanced vehicle tracking process has been framed to 

overcome this issue [6]. Moreover, artificial intelligent based techniques, machine learning 

enabled methods are utilized for tracking and classification of vehicles from input images. 

Vehicle detection is the procedure to recognize the object type with location in an input 

object [7]. The detection-based algorithms have been segregated into artificial intelligence-

based techniques. The techniques have the requirement of knowledge to identify the features 

of the objects such as the determination of the perfectly matched features of the input frame 

[8]. Video tracking is the concept of identifying objects and marking the matching frames on 

successive frames. The bounding box data is normally utilized for tracking the objects and 

extracting the objects according to the shape and pixel entities. The filter tracking procedures 

are involved with the bounding box for providing the result in a speed manner. Additionally, 

vehicle tracking is the challenging process of conventional image processing technique due to 

the problems of occlusion and low-quality images and the proposed technique has to be 

developed for providing solutions to the problems. 

 

2  Related Work  

Vehicle detection techniques have been used as the object features; the vector is extorted 

from the input image pixels. The detection process has recognized the vehicles consistent 

with the shape and characteristics as the background modelling has removed the background. 

The remaining positions are identified as the important features are determined through the 

classification procedure for vehicle type identification. The classification methods like 

occupancy grid [9], dynamic background modelling [10], and tracking pixels [11] have been 

identified for enhancing the classification results in terms of shape and appearance. The 

development of feature descriptors has produced the hard for designing to identify the similar 

vehicles. The machine learning enabled algorithms like Deep Neural Networks (DNN) [12], 

ResNet [13], and YOLO [14] have been designed to overcome the classification issues and 

detect vehicles through hidden features with enhanced accuracy. The traffic flow monitoring 

process has several applications to maintain the detection of vehicles within the specified 

time. The Vehicle tracking has been done through the extraction of the vehicle trajectory 

within the specified interval time in the category of direction, speed and entry points of the 

vehicles. The bounding box features like filter and optical flow which is used to provide the 

solution to the tracking issues. The optical flow enabled techniques have been provided under 

the slow process as the Kalman filter technique resists several wrong predictions. 

Additionally, the tracking results of the trackers has been reduced whenever the total objects 

enhance within the specific frame and it produces   computations in every bounding 

box that will process the computation by parallel processing methodology. The maintenance 

of robustness in vehicle detection has been maintained using Faster R-CNN technique [15] as 

the total pixels are observed with statistical correlation. 

 

3  Proposed Work  

The proposed framework for vehicle identification is demonstrated in Fig. 1, which has the 

process of extracting the vehicle using the embedding vector and the similarity measurement 

within the vehicle that has been analyzed through the reidentification procedure for tracking 
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the vehicles and storing the vehicle information. In spite of capturing the vehicles, the field of 

view concept has the issue of overlapping in the longitudinal direction, the dataset images are 

used to detect the vehicle and provide the information required for reconstructing the 

bounding box. The identification and tracking of vehicles utilizing the Deep Metric Learning 

based embedded vectors with the computed  distance within the vehicles and the 

measurement of the similarity degree between the vehicles. 

 

 
Fig. 1: Proposed image retrieval framework for an RGB image. 

 

The identification of a vehicle through a single capture is based on several angles and loca-

tions, the pixel coordinates of the specific points have been extracted, the intrinsic matrix is 

framed for obtaining the projection, the higher calibration is needed for completing the pro-

cess. The bounding box is used for obtaining the robust framework of vehicle detection; the 

dataset enabled training framework is developed. The vehicle size and spatial area has been 

identified through the bounding box framework concept, the vehicle tracking process has en-

sured the total amount of similar vehicles in a unique way of successive frames while the ve-

hicles are required to be tracked. The Hungarian procedure is utilized to establishing match-

ing relationship within the tracking and detection box in consecutive frames. The 

identification of vehicles in a single frame could be analyzed through the short span compo-

nents that are used for obtaining the vehicles and capturing the data in several ways. 

The deep metric learning procedure is implemented to several applications in image classifi-

cation environment, the restricted capability for representing the nonlinear elements of infor-

mation has been enabled through the projection model. The mapping process of vehicle im-

ages has been involved in the feature spaces and parameters as the feature extraction is 

needed. The dissimilar vehicle images are combined into the instances of the Convolutional 

network while the embedding vectors to the specific vehicle have been extracted. The dis-

tance within 2 vehicles could be obtained using the  distance framework as the sample val-

ues is demonstrated as  and the Convolutional network is demonstrated as 

, the framework is computed in Eq. (1). 
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Fig. 2: Deep Metric Learning framework 

 

In the ,  and  demonstrate the similar vehicle, where  is the re-

maining vehicle. The distance parameter is utilized for measuring the similarity within the 

vehicles; the minimum distance will make more similarity of the vehicles. The loss function 

is used to measure the entire learning procedure in Eq. (2). 

 
Where M represents the matrix, b is the bias value,  denotes the minimum value within the 

vehicles and i is the total number of samples, while the smaller amount of loss function will 

enhance the performance of the proposed framework. The input image has been classified us-

ing the embedding vector whenever the distance within the images of the similar vehicle is 

having the minimum value, the distance within the images of dissimilar vehicles is higher, the 

entire framework for Deep metric learning is demonstrated in Fig. 2. 

The embedding vector is used for detecting the vehicles from the input images, the vehicle 

type is classified by detecting the object that demonstrate the spatial data through the proba-

bility function, it is combined through several components for identifying vehicles and it is 

computed in Eq. (3). 

 
Where  demonstrates the bivariate distribution on the vector , demonstrates 

the probability function,  denotes the covariance matrix. The training procedure is in-

creased through the visualization technique which classifies the images into various forms 

according to the derivate operators in several directions. The images are decomposed into 

various categories based on the tuning process and the filter orientation with linear combina-

tion. The feature descriptor is the combination of extracting images from the detected image, 

the pixel intensity is computed in Eq. (4). 
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Where  is the excitation value of the current pixel , n is the total adjacent pixels, 

demonstrates the adjacent pixel of , the gradient component is computed in Eq. (5). 

 
The extracted feature vectors are combined with the current feature vectors for classifying the 

vehicles. The bounding box enabled tracking procedure has traced the vehicles with bounding 

box data  of the adjacent frames, the bounding box data is defined in Eq. (6) 

and Eq. (7). 

 

 
The similarity distance is computed in Eq. (8). 

 

Where  holds the bounding box data for the traced vehicles from the previous to lat-

est frames and the measured distance is stored in an array in Eq. (9). 

 

 
The computed distances within the objects are updated with the vehicle state using the bound-

ing box coordinates. The system computes the total frame of the object has been predicted 

through the bounding ox data, while the threshold value maintains the robustness of the track-

ing procedure by identifying the remaining states of the objects whenever the object are fac-

ing the issues of occlusion and illusion, the vehicle tracking updates the prediction process by 

estimating the remaining states of the vehicles with non-linear function. 

 

4  Performance Evaluation 

The proposed framework is tested through the BIT Vehicle Dataset [16] which has 9900 im-

ages with dissimilar pixel sizes and it is captured by dissimilar cameras. The proposed DML 

(Deep Metric Learning) technique is compared with the related techniques of DNN (Deep 

neural Network) [12], ResNet (Residual Neural Network) [13], and YOLO (You Only Look 

Once) [14]. It contains several categories of vehicles like trucks, buses, vans, and cars. The 

captured images are in various views, location and illumination parameters. The further eval-

uation and capability of the proposed DML framework is measured through the similarity 

within the vehicles as several angles has been identified from the dataset images. Every vehi-

cle type has the similarity of the vehicles with different viewpoints and the classification ac-

curacy has been measured, the result is demonstrated in Fig. 3. 
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Fig. 3: Vehicle Identification Accuracy 

 

The weighted average is used for measuring the accuracy while the vehicle distribution types 

of vehicles haven’t similar to others. The proposed technique has increased the accuracy by 

minimizing the generalization of the input data and identifies every case of the training set. 

The shape and pixel features of every type of vehicle are similar to each other and the nonlin-

ear distribution of vehicle information has enhanced accuracy and it is demonstrated in Fig. 4. 

 

 
Fig. 4: Accuracy (%) 

 

The overfitting has affected the performance of the vehicle detection and tracking process as 

the proposed technique is constructed to reduce it. The training time for the proposed tech-

nique is measured and compared with the related techniques, it is observed that the proposed 

technique is used under the reduced training time demonstrated in Fig. 5. 
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Fig. 5: Training time 

 

The precision value is computed from the correctly predicted values among the total values, 

recall is the measurement of the positive values from the entire precision value. F1-score is 

calculated as the mean precision, weighted values of recall and the precision that the false 

positive values are utilized for distributing the values. The accuracy is computed as the rate of 

the correctly predicted value from the total value and it is illustrated in Fig. 6. The perfor-

mance comparison for vehicle tracking is demonstrated in Fig. 7. 

 

 
Fig. 6: Performance comparison  

 

http://philstat.org.ph/


Vol. 71 No. 4 (2022) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

3470 

 
Fig. 7: Vehicle tracking 

 

5  Conclusion  

The paper has proposed the Deep Metric Learning Framework (DML) which transfers the 

information of the vehicle image into different levels of dimensions and generates the 

embedding vectors. The bounding box construction is used for vehicle tracking and detection 

through the  distance computation across the vehicles and the similarity degree 

measurement from the BIT Vehicle Dataset. The proposed technique is compared with other 

methodologies in terms of accuracy, training time and the performance results proved that the 

proposed DML technique is performed well. 
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