
Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 

2326-9865 

 

59 
Vol. 71 No. 3s2 (2022) 

http://philstat.org.ph 

 

 

Survey on Privacy Preservation Techniques in Big Data Processing: A 

Review 
 

Nurjahan V A Research Scholar 

Department of Computer Science and Engineering 

Sathyabama Institute of Science and Technology 

Chennai, India 

noorji84@gmail.com 

Dr. S. Jancy 

Assistant Professor 

Department of Computer Science and Engineering 

Sathyabama Institute of Science and Technology 

Chennai, India 

jancy.cse@sathyabama.ac.in 

 

Article Info 

Page Number: 59-69 

Publication Issue: 

Vol 71 No. 3s2 (2022) 

 

 

 

 

 

 

 

 

 

 

Article History 

Article Received: 28 April 2022 

Revised: 15 May 2022 

Accepted: 20 June 2022 

Publication: 21 July 2022 

Abstract 

Big data is a collection of large volume of heterogeneous data. Due to the rapid 

growth of online social network users, large amount of data is generated every 

day. Big data processing becomes crucial because of the fast growth of data. 

Big data includes personal information such as personal identification, salary 

details, health records etc. As the volume of data increases privacy and security 

violations may also increase. Privacy refers to the protection of individual’s 

data. Researchers have developed various privacy preservation techniques. One 

of the most effective methods for big data privacy is anonymization technique. 

In this paper we are focusing on different privacy preserving methods such as 

anonymization, randomization and differential privacy. It also reviewed some 

merits and demerits of different anonymization techniques such as k-

anonymization, l-diversity and t-closeness etc. 

 

Keywords: - Big Data, Privacy, Anonymization Techniques, K- anonymity, L-

diversity, T- closeness, Randomization, Differential Privacy, Mondrian, MRA 

 

 

I. INTRODUCTION 

 

Big data refers to the huge amount of heterogeneous data. The data may be structured, unstructured 

or semi structured formats. Big data processing is a set of techniques for extracting meaningful 

information from enormous amounts of heterogeneous data in order to make better decisions [1]. 

Big data analytics is the method used to investigate a large volume of heterogeneous data [3]. The 

major challenges of big data processing include capturing, analyzing, processing, storing, sharing, 

visualization [3] etc. Because of its large size and complexity, none of the data management tools 

can process it effectively. Thus, distributed programming frameworks like Hadoop, Map Reduce, 

Spark, etc. are used for big data processing. 

 

Bigdata is measured by the following characteristics [2]. 
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- Volume: Represent a large amount of data from various business organizations, various 

institutions, individuals, etc., which are now frequently larger than terabytes and petabytes. As 

the volume of data grows, the possibility of information leakage grows, potentially 

compromising an individual's privacy. 

- Variety: The data may be structured, unstructured or semi structured formats. 

- Velocity: Represents how fast new data being generated. It determines speed of data generated 

and meets the demands [4]. 

- Veracity: Data veracity refers to how accurate or true a data set is. It reflects the quality 

of the data analysed. 

- Validity: denotes the correctness and accuracy of data in order to make right conclusions. [4] 

- Visualization: This is the act of displaying data in visual forms that clearly express a concept 

while also simplifying complex data and making it accessible to a large number of people. 

- Value: This refers to the value that bigdata can provide.  

- Viscosity:  Indicates how challenging the data is to use or integrate. It calculates the amount of 

resistance to data flow in a given volume. 

- Virality: It's a metric for how quickly data is disseminated and shared among individual nodes. 

 

The remaining portions of this paper are organized as follows. Section II describes data privacy and 

different privacy-preserving techniques. This section mainly concentrates on anonymization, 

differential privacy, and randomization. Section III concludes this study. 

 

II. DATA PRIVACY IN BIG DATA PROCESSING 

 

Data Privacy concerns the proper handling of sensitive data such as personal information, financial 

information, medical related data etc. In practical sense, data privacy deals with processing and 

sharing of data with third parties, how and where data is stored etc. In most cases, data is 

anonymized before being handled in a distributed framework. As a result, with big data analytics, 

privacy is a fundamental concern. [17]. 

 

A. Privacy Preservation in Bigdata Processing 

 

Privacy represents the protection of individual’s data. Traditional privacy methods cannot handle 

the data protection properly in big data since it comprised of large and complex data set [5].  

 

Several approaches assure privacy preservation in big data processing which include anatomization, 

anonymization, and permutation. In Anatomization sensitive attributes are grouped together for 

eliminating attribute disclosure. Anonymization concentrate on quasi-identifiers for preventing 

identity disclosure. Permutation is the process of creating different groups based on quasi-identifiers 

and then shuffling the values of sensitive attributes to each group [18]. 

 

i. Anonymization 

 

Because bigdata may contain personally sensitive information, it is crucial to keep it safe from 

unwanted access [6]. One of the most frequent strategies for concealing personal information is data 
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anonymization. It is the process of removing personal identifiable information from a dataset. In 

comparison to randomization, perturbation, and other methods for preserving privacy, data 

anonymization is the most effective. 

 

A dataset comprised of four kinds of attributes. 

 

• Personal Identification: Attributes that are used for identifying individuals and have unique 

values. 

• Sensitive attributes: Attributes that should be hidden from others during the process of 

publishing and sharing data eg: - salary 

• Quasi- identifiers (QI): The attributes like gender, date of birth, zip code can be joined with 

external data to reidentify individuals are known as quasi-identifiers. 

• Non sensitive attributes: The remaining attributes are called non sensitive attributes [7]. 

 

B. Different Anonymization Techniques 

 

Anonymization techniques for privacy preservation in bigdata mainly classified into three 

1. k- anonymity 

2. l- diversity 

3. t- closeness 

 

Consider a sample health dataset (Table 1), here Name is the personal identification attribute, Age, 

Zip code and Sex are the quasi-identifiers and disease is the sensitive attributes. Anonymization 

refers to the process of removing personal identification information. In this table Name is the 

personal identification attribute.  

 

TABLE 1: SAMPLE HEALTH DATSET 

 

Name Zip 

code 

Age Sex Disease 

Alice 22324 29 M Heart 

Disease 

Peter 22332 22 M Infection 

Joy 22348 27 M Cancer 

George 22856 43 M Cancer 

Anu 22837 32 F Heart 

Disease 

John 22884 47 M Stomach 

Problem 

 

If we remove Personal Identification attribute such as Name from the dataset, it will not provide 

complete privacy to data. To provide privacy to the dataset we also have to anonymize the quasi-
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identifiers [9]. For anonymizing the quasi-identifiers, use k-anonymity and l-diversity 

anonymization techniques.  

 

1. k-anonymity 

 

If one record in the data set has a value for QID, then at least k-1 other records in the data set have 

the same value for QID [8]. In other words, at least k entries in the data set must have the same QID 

value, and the resulting table is called k- anonymous [10]. 

 

TABLE 2: AFTER K-ANONYMITY ON TABLE 1 

 

Zip 

code 

Age Sex Disease 

223** 2* M Heart 

Disease 

223** 2* M Infection 

223** 2* M Cancer 

228** 3* F Heart 

Disease 

228** 4* M Cancer 

228** 4* M Stomach 

Problem 

 

When we apply k-anonymity to Table 1 (for example, the value of k is 2), we get Table 2. Because 

at least k-1 records have the identical QID values, so it is difficult to an outsider to uncover 

sensitive information.  The first three records in this table make up one equivalence class, while the 

last two records make up another. 

 

Two methods are used for implementing k-anonymity are 

• Generalization 

• Suppression 

 

Generalization  

 

In generalization method the values of the quasi-identifiers are substituted with a general value [13]. 

The attribute Age, for example, can be represented in a generic way. If the Age attribute has a value 

of 32, it is indicated as Age <30. 

 

 Suppression 

 

Suppression is a technique used to hiding the values of the quasi-identifiers. The suppressed value 

can be represented using asterisk (*).  For example, some values of the Zip code attribute are hidden 

by using * symbol [15]. 
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Apply generalization and suppression on Table 1 we get Table 3.   

 

 

 

TABLE 3: EXAMPLE FOR GENERALIZATION AND SUPRESSION IN-K-ANONYMITY 

 

Zip code Age Sex Disease 

223** <30 M Heart 

Disease 

223** <30 M Infection 

223** <30 M Cancer 

228** <40 F Heart 

Disease 

228** <50 M Cancer 

228** <50 M Stomach 

Problem 

 

If an attacker has some background knowledge about the person or if any equivalence class has the 

same sensitive information, the attacker can easily obtain the sensitive information. Use another 

anonymization approach, l- diversity, to solve these issues. 

 

2. l-diversity 

 

In l-diversity each equivalence class has at least l- “well represented” sensitive values [9].  A 

dataset is said to have l- diversity if it satisfies the following properties 

• If each table equivalence class has l- diversity 

• If equivalence class contains at least l “well represented” value [16]. 

 

TABLE 4 : EXAMPLE FOR L-DIVERSITY 

 

Zip 

code 

Age Sex Disease 

223** 2* M Heart 

Disease 

223** 2* M Infection 

223** 3* M Cancer 

228** 2* F Flue 

 

 

 It doesn’t consider the semantic meaning of sensitive attributes. If two diseases have distinct name 

but it is semantically same, so attacker may gain some sensitive information [10]. 
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3. t-closeness 

 

It is an extension of l-diversity. The equivalence class is considered to have t-closeness if the 

distance between the distribution of sensitive attributes in the equivalence class and the distribution 

of attributes in the entire table is less than a threshold t. The Earth Mover's Distance (EMD) method 

is used to compute the distance. With respect to sensitive attributes, T-closeness is calculated for 

each attribute. 

 

C. Different approaches for privacy preservation based on k-anonymity and l-diversity 

 

K-anonymity, l-diversity, and t-closeness are three basic techniques commonly used for privacy 

preservation in the big data processing. As the data volume increases these methods are not efficient 

for handling data privacy. So many researchers developed different approaches based on these three 

techniques for anonymization. Some of them are described below with a comparison study. 

 

i. Mondrian Multidimensional K-Anonymity 

 

The k-anonymity technique is used in this method. The input data set is first handled as a single 

equivalence class, and then partitioned into the desired number of equivalence classes based on the 

k-anonymity condition. The splitting procedure continues until there is no class that meets the k-

anonymity criteria [21]. 

 

ii. Map Reduce based Anonymization (MRA) 

 

MRA algorithm is also used the concept of Mondrian Multidimensional K-anonymity [21]. 

Mondrian algorithm cannot run of multiple machines in parallel. But MRA algorithm can be 

implemented on multiple machines in parallel.     

 

iii. Scalable k anonymization approach using MapReduce (SKA) 

 

The main concern of this approach is scalability issues. Scalability is described as the ability of the 

system to manage the increasing amount of data without degrading its performance. 

 

Based on all the attributes of data set, SKA divides the input data set into number of equivalence 

classes. These classes are grouped to make it large enough to satisfy the k-anonymity conditions. 

This procedure is repeated until all of the classes are processed [8].  

 

iv. Improved l-diversity: Scalable anonymization approach 

 

SKA approaches use the concept of k-anonymity. So, it suffers with record linkage attack. To 

eliminate this problem, use Improved l-diversity approach. It is an extension of SKA approach. In 

this approach two techniques are used for improving the running time and decreasing information 

loss. They are Improved Scalable k- Anonymization (ImSKA) and Improved Scalable l- diversity 

(ImSLD) [22]. 
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Various researchers have written numerous reviews of security algorithms in a variety of sectors in 

the literature. [20][21][22][23]]. This study will surely introduce researchers to the idea of 

employing security measures in a variety of applications. [24][25][26]. In several cases, intrusion 

detection solutions were also considered. [28][29]. 

 

 

ii. Differential Privacy 

 

It is a privacy preserving technology that provide researchers to access the information from dataset 

without revealing individual’s personal identities. This can be achieved by adding minimum 

distraction in the data. 

In differential privacy mechanism [19] there is no direct communication between database and 

analyst. Here an intermediary software is introduced between database and analyst for protecting 

privacy. The software is known as privacy guard.  

 

Steps for implementing differential Privacy Mechanism 

- Analyst make a query to the database through privacy guard 

- Privacy guard executes the query and earlier queries for privacy risk 

- The guard collects answer from database 

- Based on privacy risk, add some distortion to it. 

If privacy risk is low, small amount of distortion is added. If it is high more distortion is needed. 

 

Differential privacy criticizes the limitations of k-anonymity as it provides poor attribute disclosure 

[14]. 

 

iii. Randomization 

 

During data collection and preprocessing phase randomization techniques can be applied. It is the 

process of adding noise the data [20].  It can be applied during surveys, sentiment analysis etc. If 

the dataset is large randomization is not an effective method. According to the increasing in data 

volume more Mappers and Reducers were used [20]. 

 

The following table (Table 4) describes different anonymization techniques and their merits and 

demerits. 

 

TABLE 4: COMPARISON STUDY OF MERITS AND DEMERITS OF DIFFERENT 

ANONYMIZATION 

 

Anonymization Techniques Merits Demerits 

 

 

 

k- anonymity 

- Protection against 

identity disclosure 

- Prevents from 

combining sensitive data with 

external data 

- Homogeneity attack 

- Background 

Knowledge attack 
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- Cost is less compared 

to other methods [12] 

 

 

 

l-diversity 

- Handle homogeneity 

attack and background 

knowledge attack 

- Performance of l- 

diversity is better compared to 

k-anonymity 

- Doesn’t handle 

semantic attacks  

- It is difficult to 

achieve [15] 

- Insufficient to 

prevent attribute disclosure 

 

 

t-closeness 

- Identifies semantic 

closeness of attributes 

- Protects against 

attribute disclosure 

- Using EMD, hard to 

identify the closeness 

between attributes [12] 

Mondrian Multidimensional 

K-Anonymity 

- Less Information loss - This approach 

cannot run on multiple 

machines in parallel. 

- Cannot handle large 

data set [8] 

Map Reduce based 

Anonymization (MRA) 

 

- Single Map Reduce 

iteration needed 

- Less runtime compared 

to Mondrian Approach 

- Information loss 

high compared to Mondrian 

and SKA 

- Enhance 

Performance in running 

time compared to Mondrian 

- Can be execute on 

multiple machines 

parallelly [8] 

Scalable k anonymization 

approach using MapReduce 

(SKA) 

- Less information loss 

compared to MRA 

- Enhance performance 

in running time compared to 

Mondrian and MRA 

Algorithm [8]. 

- Only based on k- 

anonymity so it suffers 

from record linkage attack. 

Improved l-diversity: 

Scalable anonymization 

approach 

- Information loss is less  

compared to Mondrian, MRA 

and SKA approaches 

- Running time 

performance increased 

compared to Mondrian, MRA 

and SKA approaches [22]. 

- It doesn’t handle 

semantic attacks 

 

 

III. CONCLUSION 
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In this paper made a review on different privacy preservation techniques such as anonymization, 

differential privacy and randomization techniques.  A comparison study is performed on different 

anonymization techniques including k-anonymity, l-diversity and t-closeness etc. Combination of 

these three techniques make a balance between ensuring privacy in big data processing. An efficient 

method is required for privacy preservation in big data processing because of its high data volume 

and variety of data set. 
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