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Abstract 

A main objective of the research to analyse the diagnosis of Kidney function 

test by the fluctuation of parameter in learning level. In this research work 

focuses on the machine learning techniques which treat to implement by 

supervised learning method by the comparison of three algorithm, such as 

Hybrid Method- AdaBoost with C4.5 algorithm using Runge Kutta method, 10-

fold- cross validation in C4.5 and Random Forest under bagging method. 

Finally, an experimental performance can be analysed by applying machine 

learning technique to diagnosis patients’ medical data and analyse the work 

performance of these learning algorithm, which one is better in performance 

analysis. 

 

Keywords: - Hybrid Method- AdaBoost with C4.5 algorithm using Runge 

Kutta method, 10-fold- cross validation in C4.5 and random forest under 

Bagging Method, Diagnosis of Kidney Function test 

 

I. INTRODUCTION  

From existing method, several data sets can predict kidney failure with limited attributes. Some 

authors can suggest hybrid approach for getting performance accuracy for kidney data sets for the 

relevant causes of function test can be diagnosis. In this proposed work, machine learning algorithm 

can be used to finding the pattern of health level among the collection of kidney function tests for 

diagnosis and decision making. 

The supervised learning machine learning techniques can be applying several techniques for 

comparing such as  

➢ Hybrid Method- AdaBoost with C4.5 algorithm using Runge Kutta method  

➢ 10-fold- cross validation in C4.5 and 

➢ Random Forest under bagging method 

In order to collect the patients functioning test predominantly focused on and predicting the 

functioning test level under the comparison of these three algorithms. 

mailto:k.kartheeban73@gmail.com
mailto:hodmca@klu.ac.in
mailto:kalpanapani@gmail.com


Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 

2326-9865 

 

88 
Vol. 71 No. 3s2 (2022) 

http://philstat.org.ph 

 

 

II. LITERATURE REVIEW 

From the survey, the National foundation of kidney centre, the kidney disease can be mostly 

affected to American adults.  The period of forecasting, function of kidney tests an approximate 

CARG is 5.7% [44]. Around 30.3 million people in the U.S. [38], have diabetes, the report was 

taken from National Diabetes Statistics (2017). Hence, the global kidney function test market owing 

to increasing prevalence of diabetes can be expected by Asia Pacific in rising geriatric population, 

high blood pressure for unhealthy lifestyle. An improper functioning of the kidney can be suffered 

from the affection of high blood pressure which can damage the blood vessel of the kidney [38-39].  

In the year 2017, 70 million of people in Europe suffered from some or the other type of kidney 

disease which can be surveyed from European Renal Association and the European Dialysis and 

Transplant Association [36][37]. The diagnostic measures can be used to developing the machinery 

and devices that need for further use to help people who suffer from kidney disease which can help 

to give several treatments for avoiding the severe condition of patients much more quickly.  

III. RESEARCH METHODOLOGY 

 
 

Figure.1 Frame work Architecture 

By making a series of optimum decision about which attributes to use for partitioning the data. 

Greedy method can be used for constructing the decision tree for given set of attributes. Typically, 

machine learning techniques can be implemented for obtaining high accuracy of classification, time 

efficiency of medical diagnosis data.  

 

The performance can be identified and diagnosis for kidney function test under level of blood urea, 

uric acid. Figure.1, represents the given parameters which has to measure the medical diagnosis of 

kidney function test data. For the process of classification process, pre-processing can be taken for 

converting the raw data of numerical data into nominal data. After the pre-process, apply three 

algorithms to analyse the accuracy of classification process.  

Random Forest Under Bagging Method 

1. For producing a predicted class able at input point ‘a’, let us assume the classifier as                 

A (T, a) based on the training data S. To draw bootstrap samples like T∗1, T∗D each of size M with 
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replacement from the training data and include into the bag A. Then to find the majority vote as 

assignment of Abag (x) =Majority Vote {A (T∗b, y)} B where b=1. Here bagging can reduced the 

variance of unstable data in tree which can lead to im[rove the prediction efficiently [5 – 16]. 

2. To split the node iteratively when the subset of N feature can randomly select.  

3. When the tree is grown in large, this algorithm can improve on bagging by “de-correlating” 

the trees. 

4. Repeatedly above steps can follow and prediction is evolved from n number of trees based 

on aggregation as shown in figure 2.  

  
Figure 2 Tree view using Bagging with Random Forest 

5. After training the decision tree, the new data can be classified through majority rule. From 

the above figure 2 represents the decision tree makes to predicts the data by selecting the class label 

that received more votes by making decision. The bagging classifier would have a lower variance 

like it is less over-fitting than an individual decision tree and the result can be found less complex 

decision boundary.  

C4.5 With 10-Fold- Cross Validation 

Cross-Validations, K- fold performance can be followed for estimating the unseen data performance 

of a classifier. The labelled data set split randomly into K equal partitions [17- 28].  

• The remaining K-1 partitions can be trained on each partition and be tested from that 

partition.  

• Getting average of all K accuracies can be analysed in the tree view as shown in figure 3. 
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Figure 3 Tree view using 10-fold- cross Validation in 4.5 

The rule base has written for the classify the prediction of class using bagging with C4.5 Algorithm, 

the results as shown a tree in graph view as shown in figure 3. 

CAL = Normal 

|   SC = Normal: Normal (62.0) 

|   SC = Low: Mild Damage (27.0/12.0) 

|   SC = High: Normal (0.0) 

CAL = Low 

|   TP = Normal: Severe low (334.0/143.0) 

|   TP = Low: Kidney Failure (19.0/1.0) 

|   TP = High 

|   |   C = Normal: Severe low (0.0) 

|   |   C = Low: Severe low (44.0/21.0) 

|   |   C = High: Mild Damage (14.0/6.0) 

 

Hybrid Method-Adaboost with C4.5 Algorithm Using Runge Kutta Method 

In the proposed research work, the whole data set can be Hybrid Method- AdaBoost classification 

algorithm which is performed to identify the kidney patients’ factor who are suffering from 

fluctuation of ranges by the collection of Urea nitrogen, Creatine, total protein, Phosphate, 

Albumin, Calcium, Bi- Carbonate, Potassium, Sodium, Uric acid in gender wise, Serum in gender 

wise. This research should be possible to design interventions to prevent the disease and its 

complications [29-36]. 

 For the binary classification, AdaBoost was developed for boosting algorithm. 

 Here Runge- Kutta boosting can be applied in machine learning for understanding the 

boosting task in AdaBoost method. 

 To overcome the problem of the Euler's method, Runge-Kutta method is the best choice of a 

sufficiently small step size can reach a reasonable accuracy in the specific problem in the parameter.  

 In this research work, Runge-Kutta of fourth-order method (RK4) method can be implement 

for boosting purpose by applying the differential equation of  

                   Z˙=f(s, y) where y(s0) = y0  as follows  

                   in recursion formula: 

https://www.sciencedirect.com/topics/computer-science/euler-method
https://www.sciencedirect.com/topics/mathematics/recursion-formula
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     Zn+1=Zn+1/6(k1+2k2+2k3+k4) h, where 

1/6(k1+2k2+2k3+k4) =weighted average slope 

k1=f (sn, Zn) 

k2=f (sn+h2, Zn+h2k1) 

k3=f (sn+h2, Zn+h2k2) 

k4=hf (sn+h, Zn+hk3) 

h=step size 

 

 AdaBoost is created a short decision tree, an instance is used to analyse weight the performance 

of the tree on each training instance. 

 By updating the weights on the training instance, models are created sequentially. Then an 

accuracy can be predicted after all the trees are built successfully.  

Implementation: Steps of the System 

1. To select the dataset, for giving an input to the algorithm for classification process. 

2.  To choose the classifier for calculate an entropy, gain ratio and information gain. 

3.  To apply an improved C4.5 algorithm process with integration of Runge Kutta method for 

processing the given dataset. 

4. Tree generator can be generating the C4.5 decision tree for the inputted mechanism and rule set 

can be formed on decision tree.  

• At the initial state each path can be evaluate the condition and outcome can be placed on the 

leaf node by the simplification of rule. The steps can be follows repeatedly when the condition 

comes not satisfied, it automatically terminates from the condition.  

• To integrate C4.5 algorithm combines with AdaBoost and integrate Runge kutta method for 

tuning the parameter for reducing the variance of error when occur error on classifier. 

•   In training set of 
(a , b ), (a , b ), &(a ,b )n n1 1 2 2 , each ai represents instance space A and each label bi, 

contains set B= {-1, +1}. Although Hybrid AdaBoost using Runge- Kutta method can assign a 

weak learning parameter repeatedly in a series of round j= 1,2,3…. j, the weigh on the training 

example i on round s is denoted as 
( )D ij .  

• The same weight to be set at the initial point (D1(i)=1/N, i=1,2,...N).  Then the weight can be 

misclassified and concentrate on the hard examples in the training set. The integrated algorithm 

is given below, 

 

Step1:  Assign N example 

           
(a , b ), (a , b ), &(a ,b ); a , { 1, 1}n n1 1 2 2 i i

A b  − +
 

Step 2:  Initialize the weight of  

              W1(i)=Zn+1/6(k1+2k2+2k3+k4) h where n, i=1, …. N 

Step 3: For j=1, 2, …J 

Step 4: Using distribution Dj to train the weak leaner 

Step5: Get weak hypothesis hj:a->R with its error: 
ε = D (i)

j ji=h (a )¹b
j i i



 

Step 6: Choose  
ε =R

j  
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Step 7: Update 

D (i)exp(-α b J (a ))
j j j j j

D (i)=
j+1 z

j  

Step 8: The output of final hypothesis to apply Runge kutta method for tuning the step size 

parameter and adjust the weight of the parameter. Then it changes improving and solve the 

overfitting and finally generalizing the result.  

 
Figure 4 Tree view of Hybrid Method – Adaboost with C4.5 algorithm Using Runge Kutta Method  

The main idea of Hybrid Method - adaptive boosting with C4.5 using Runge-Kutta method, weight 

of the parameter can be tunned well on each boosting iteration during the classifier construction.   

Thus, as a cost of this focus, training data correctly classified in a previous iteration will be slightly 

more likely to be mis-classified in the current iteration, the tree view can be shown in figure 4.  

IV. EXPERIMENTAL ANALYSIS 

The accuracy of 10-fold- cross validation in C4.5 is 61.2% and finally mean absolute error, Relative 

absolute error, Root relative squared error, Kappa statistic, Root mean squared error can be 

measured as shown in table.1. 

Table.1 Experiment Analysis of Random Forest under bagging method 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The accuracy of Random Forest under bagging method is 60.4% and finally mean absolute error, 

Relative absolute error, Root relative squared error,  

 

Kappa statistic, Root mean squared error can be measured as shown in table 1. 

Algorith

m 

Classificati

on 

Instance 

Accuracy  

In 

classifie

d 

Instanc

e 

Accura

cy 

Mean 

absolu

te 

error                       

Relati

ve 

absolu

te 

error                  

Root 

relativ

e- 

square

d 

error 

Kapp

a -

statist

ic   

Root 

-

mea

n 

squa

red 

erro

r                   

Random 

Forest 

under 

bagging 

method  

60.4% 39.3% 0.223 73.76 

% 

86.03 

% 

0.383

2 

0.31

48 
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Table 2 Experiment Analysis of 10-fold- cross validation in C4.5 

Algorithm Classification 

Instance 

Accuracy 

In 

classified 

Instance 

Accuracy 

Mean 

absolute 

error                     

Relative 

absolute 

error                 

Root 

relative 

squared 

error 

Kappa 

statistic  

Root 

mean 

squared 

error                 

10-fold- 

cross 

validation 

in C4.5 

61.8% 39.68% 0.2021 73.97 % 87.32 % 0.3932 0.3278 

The accuracy of 10-fold- cross validation in C4.5 is 61.8% and finally mean absolute error, Relative 

absolute error, Root relative squared error, Kappa statistic, Root mean squared error can be 

measured as shown in table 2. 

 

Table. 3 Experiment Analysis of Hybrid Method- AdaBoost with C4.5 algorithm using Runge Kutta 

method 

 

A Classified accuracy attained 95.2% from training dataset using Hybrid Method- AdaBoost with 

C4.5 algorithm using  

Runge Kutta method decision Tree as shown in table 4.10. The fine rule base is generated below,  

 

Sod < 136.25  

|   SC = Normal  

|   |   CAL < 6.75  

|   |   |   UA <3.75 : Moderate Low (2/0)  

|   |   |   UA >= 3.75 : Mild Damage (1/0)  

|   |   CAL >= 6.75 : Normal (14/0)  

|   SC = Low  

|   |   Sod < 134.25  

|   |   |   Gender = M  

|   |   |   |   UA < 3.55  

Algorithm Classification 

Instance 

Accuracy  

In 

classified 

Instance 

Accuracy 

Mean 

absolute 

error                       

Relative 

absolute 

error                  

Root 

relative 

squared 

error 

Kappa 

statistic   

Root 

mean 

squared 

error                   

Hybrid 

Method- 

AdaBoost 

with C4.5 

algorithm 

using 

Runge 

Kutta 

method   

95.2% 8.9% 0.0125 8.04 % 30.51 % 0.947 0.0762 
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|   |   |   |   |   UA <3.25 : Kidney Failure (6/3)  

|   |   |   |   |   UA >= 3.25 : Kidney Failure (2/0)  

|   |   |   |   UA >= 3.55  

|   |   |   |   |   UA <4.05 : Severe low (1/0)  

|   |   |   |   |   UA >= 4.05 : Severe low (5/2)  

 

 

 

 

 

 

 

 
Figure 5 Time taken of each Algorithm 

Figure 5 represents the time taken by each algorithm during execution of run time during 

classification. From this analysis, Random Forest under bagging method takes 0.08 seconds, 10-

fold- cross validation in C4.5 can takes 0.06 and Hybrid Method- AdaBoost with C4.5 algorithm 

using Runge Kutta method can takes 0.02 seconds as shown in table 4. 

Table 4 Time efficiency for Kidney Function Test 

Algorithm Time taken 

in seconds 

Random Forest under bagging 

method 

0.08 

10-fold- cross validation in C4.5 0.06 

Hybrid Method- AdaBoost with 

C4.5 algorithm using Runge 

Kutta method 

0.02 

From this analysis, Hybrid Method- AdaBoost with C4.5 algorithm using Runge Kutta method 

gives better result when compared with another algorithm as shown in figure 5. 

VI CONCLUSION 

In this work, by learning the level of fluctuation of parameter, to diagnosis the kidney function 

based on patient health conditions.  
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 Random Forest under bagging method has been implemented where bagging is integrating with 

random forest for avoiding the over fit with data includes in noisy. But the drawback occurring 

required careful tuning of different hyper-parameters. 

• The validation process is taken over 10-fold- cross validation in C4.5 can be averaged to 

produce a single estimation and acquire less accuracy in classification which requires careful 

tuning of different hyper-parameters. 

• When implemented Hybrid Method- AdaBoost with C4.5 algorithm using Runge Kutta method 

improves tuning the step size parameter and adjust the weight of the parameter. Then it changes 

and solve the overfitting and finally generalizing the result. Finally, Hybrid Method- AdaBoost 

with C4.5 algorithm using Runge Kutta method gives better result when compared with another 

algorithm 
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