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Abstract- Agriculture research has gained traction in recent years and is 

exhibiting signals of significant expansion. The most recent entrant to the scene 

is bringing convenience to agriculture using various computational technologies. 

We used LAND satellite pictures to implement this research, which include 

images of FOREST, Agricultural land, urban area, and range land are all 

included. For Sentinel-2's Multispectral Imager (MSI), only a few studies have 

been conducted. In MSI, classifier performance on the same remote sensing 

pictures with varying training sample sizes were tested. RF, KNN, and SVM 

classifiers were analysed and evaluated using Sentinel-2 images. It was found that 

the Red River Delta in Vietnam was researched using 14 various training sample 

sizes, including both balanced and imbalanced ones. For the categorization 

results, an OA of 90% to 95% was recorded in this trial. Training sample size was 

less of an issue for SVM than other methods. Using a large enough amount of 

data to train each classifier resulted in excellent accuracy (i.e., more than 750 
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pixels per class, or around 0.25 percent of the total research area). Even with data 

that was both unbalanced and unevenly distributed, these remarkable outcomes 

were nonetheless achieved. 

 

                                                                                                                            

I.  INTRODUCTION 

Data from Sentinel-1's great spatial and temporal resolution was employed in this investigation, 

together with the most advanced deep learning techniques [1]. Sentinel-1 data from the Camargue 

region was examined for temporal correlation using two deep RNN algorithms that we devised: SAR 

image time series from Sentinel-1 were used to demonstrate classification performance using 

established approaches (KNN, RF, and SVM). SAR Sentinel-1 time series data can be improved by 

using recurrent neural networks instead of traditional machine learning methods. In order to 

distinguish between agricultural land cover types, which are often characterised by similar but 

complex temporal patterns, deep learning models (RNNs) that explicitly account data correlation 

might be used. This has been shown through testing [2]. 

A. Motivation 

However, it is not uncommon for proposed lands use categories to include a combination of both land 

use and land cover, such as those for natural and semi-natural vegetation, agriculture, and urban areas. 

Forests, on the other hand, are often characterised as a combination of both. In order to properly 

analyse and make decisions on policy, it is necessary to create a separate LU classification system 

from an LC classification system [3]. 

 

 B. Problem Identification 

Sentinel-1 SAR picture time series can be successfully classified using KNN, RF, and SVM, despite 

the limitations of these algorithms. Recurrent neural networks consistently outperform classical 

machine learning methods for agriculture classification using SAR Sentinel-1 time series data. 

Results reveal that a particular type of deep learning model (RNNs) may be utilised to distinguish 

across agricultural land cover classes that are commonly characterised by similar but complex 

temporal behaviour [4]. 

           

C. Objective 

Sentinel-1 remote sensing data with excellent geographical and temporal resolution, as well as the 

most recent deep learning algorithms, were studied in this work. In order to analyse the temporal 

correlation of Sentinel-1 data, we proposed utilising two deep RNN algorithms on the Camargue 

region [5]. 

 

II. LITERATURE SURVEY 

Research into rice field methane emissions from flooded conditions necessitates comprehensive 

knowledge of rice-growing regions and conditions. Rice-growing zones and the accompanying 

parameters will be mapped using ERS-1 SAR data [6]. After analysing data from two independent 

testing locations, the technique builds a theoretical model to explain the results. Flooded rice fields 

feature distinct developing radar responses based on experimental data from two test sites, a tropical 

site and a temperate site (Akita, Japan). As rice biomass increases, radar backscattering coefficients 

are less impacted by cultural practises and climate change (long cycle vs. short cycle). Backscattering 
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enhancement and clustering effects of scatterers were taken into account when drawing conclusions 

based on a realistic model of rice plants. Experimental and theoretical results were found to be in 

accordance with each other [7]. Because of the wave-vegetation-water interaction that occurs 

throughout the transplanting and reproductive stages of rice plants, radar response in rice fields varies 

widely over time. Rice cycle length and type have little effect on the temporal curve, according to 

validated model simulations. This method was designed to map rice fields based on the temporal 

fluctuations of radar response. The height and biomass of plants were also calculated from SAR 

photos. According to the findings, data from ERS-1 and RADARSAT can be used to monitor rice. 

As part of the GMES project, EC and ESA worked together to build a European capability for 

providing and utilising operational monitoring data for environmental and security reasons [18]. The 

European Space Agency (ESA) is responsible for developing and defining parts of space and ground 

systems as part of the GMES initiative. The GMES Sentinel-2 mission will continue to capture 

multispectral high-resolution optical photographs of the Earth's surface. 

Sentinel-2's principal goals are to continually receive high-resolution multi-spectral imagery acquired 

by the SPOT (Satellite Pour observation de la Terre) satellite series and to monitor geophysical 

factors, such as land cover and land change. Sentinel-2 will enhance land monitoring, emergency 

response, and security. We've built an Earth observation system with 13 different spectral bands, 

ranging from visible and near-infrared to shortwave infrared to fulfil the user's needs for a robust 

multi-spectral system. 

There is a 290-kilometer field of view with a spatial resolution ranging from 10 to 60 metres 

depending on the spectral band. In comparison to recent multi-spectral missions, this mission's 

combination of high spatial resolution, wide field of view, and spectral coverage will represent a 

tremendous advance. Sentinel-2A, the first of a 15-year series of 7.25-year spacecraft, will be 

launched into orbit in 2013. In order to allow for a five-day equatorial revisit, two identical satellites 

will be kept in the same orbit, but with a 180° phase delay. Sentinel-2's technology, image quality, 

Level 1 data processing and operational features are all covered in this page's summary of the GMES 

mission. 

There is a plethora of factors at play when it comes to classifying photographs [19]. This research 

looks at where picture classification is now and where it might go in the future. This article 

summarises the most advanced classification procedures and techniques for increasing accuracy. The 

research also raises a number of other significant issues with classification performance. To create a 

themed map utilising remotely sensed data, adequate image processing was shown to be crucial. 

Remotely sensed data must be used efficiently and a suitable classification method must be used in 

order to increase classification accuracy. Increasingly essential in the classification of multi-source 

data are nonparametric classifiers such as neural networks, decision trees, and knowledge-based 

classification. 

When compared to standard rice farming methods, organic rice yields are very variable and 

significantly less productive. As the Mediterranean region of La Camargue in southern France has an 

irregular climate, the unpredictability might be magnified. But ingenious farmers come up with their 

own solutions to the paucity of management recommendations for organic farming systems. This 
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study's objective was to determine what factors influence yield variability and what farming practises 

are used to maintain high crop output while reducing input use. More than 380 records were compiled 

in a database that tracked yields, yield components, soil condition, weed species, and management 

practises on farmers' fields from 1992 to 2009. The data includes variables of all types, including 

nominal, discrete, and continuous. In order to create management methods in conventional and 

organic systems and to identify the major variables connected to rice yield variability, they used 

classification and regression trees. Traditional rice yields ranged from 0.5 to 10 tonnes per hectare, 

while organic yields ranged from 0 to 9 tonnes. Weed competition is the most important factor 

affecting yield in both conventional and organic systems. The present average yields differed by 2.7 

t ha1 under conventional management and by 5 t ha1 under organic management from the estimated 

yield potential of 10 t ha1. For example, the impact of weeds can be blamed for this. Conventional 

and organic farming methods had different approaches to reaching high yields: N fertilisation 

provided excellent tillering rates, but weeds were suppressed with herbicides under conventional 

management, resulting in a low initial plant stand. Because of the higher emergence temperatures, 

organic management's late seeding allowed for a higher initial plant density [20]. There was more 

weed competition and more panicles per unit area at harvest because of the higher density. It is 

imperative that the use of short-cycle cultivars suitable for late sowing at high latitudes in 

Mediterranean regions is supported. In addition to pesticides, other methods like as irrigation water 

management, crop rotation, or the use of cover crops should be researched for competing with or 

controlling weeds. Farmers' innovations may open the way for present agriculture to become more 

ecologically intensive, according to these findings. Many reviews are presented in literature by many 

researchers with respect to ecommerce applications in different domain [8][9][10]. This analysis will 

surely enable the researchers with the idea of deep learning technique in different applications 

[11][12][13][14]. Different issues also discussed in machine learning applications [15][16][17]. 

Sentinel-1 data from a location in the Camargue, France, is used in the study. The data collection was 

analysed from May to September 2017 to build a stack of intensity radar data. We used temporal 

filtering to this radar time series dataset in order to reduce noise while still maintaining as much fine 

structure as possible in the photos. The following are some key terms and their definitions: 

Disadvantage: Only a few research have tested the performance of these classifiers with varied 

training sample sizes for the Sentinel-2 Multispectral Imager's remote sensing images (MSI). 

III. EXISTING METHODOLOGY 

An FAO classification of LU databases and datasets proposed by the FAO departments illustrates the 

strong coordination and integration of their work on LU datasets. There is a summary of the LU 

classifications used in WCA2010, AGROMAPS, and the questionnaires for the dataset "Area 

Harvested" under "Production, which are in fact crop classifications as in ICC (discussion on 

similarity and difference between the product) included, as well as for the dataset "Land" under 

"Resources. “Only a few research have tested the performance of these classifiers with varied training 

sample sizes for the Sentinel-2 Multispectral Imager's remote sensing images (MSI). 
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IV. PROPOSED WORK                                                                        

Only a few research have tested the performance of these classifiers with varied training sample sizes 

for the Sentinel-2 Multispectral Imager's remote sensing images (MSI). In this investigation, the 

overall accuracy (OA) of the categorization results was between 90% and 95%. As a result, SVM 

outperformed RNN and KNN in terms of overall accuracy and sensitivity to training sample sizes. 

 Advantage: 

1. It has a 90% to 95% accuracy rate for classifying results. 

MODULES: 

• Upload Land Satellite Images 

In this module user upload Images from folder. 

• Extract Features from Image 

In this module extract features from images. 

• Train & Validate SVM Algorithm 

In this module images will train& validate SVM Algorithm 

• Train & Validate Neural Networks 

In this module image will train. Images also validate neural networks. 

• Accuracy Comparison Graph 

In this module SVM & Neural Networks comparison graph shown 

• Upload Test Images & Classify Lands 

in this Module images will be test. 

  SYSTEM ARCHITECTURE:    

 

Fig 1.System Architecture 

DATA FLOW DIAGRAM: 
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Fig 2. Work flow 

 

WORKING PROCESS:  

 

• To launch the project, double-click the 'run.bat' file in the 'Title1 SVM NeuralNetwork' folder. 

• Go to the 'Upload Land Satellite Images' option and select the dataset folder to upload. 

• To get to the output screen, pick and upload the 'Dataset' folder, then click on "Select Folder." 

• After loading the dataset, click the 'Extract Features from Photos' button to read the images and 

then use the PCA (principal component analysis) algorithm to extract essential features from the 

images. 

• In the screen, each image has 12288 features, and by using PCA, we selected 100 important 

features, resulting in a dataset of 705 images. Once the dataset is ready, click the 'Train & 

Validate SVM Algorithm' button to train the SVM algorithm on the loaded dataset and obtain 

the accuracy.  

• SVM accuracy is 61% on the above page; now, click the 'Train & Validate Neural Network' 

button to train images with CNN neural network and calculate its prediction accuracy. 

• CNN neural network's accuracy is 91%, and the graph output is shown by clicking on the 

'Accuracy Comparison Graph' button. 

• x-axis denotes the algorithm name, y-axis represents the accuracy in the graph above.; now 

we click the 'Upload Test Image & Classify Lands' button to upload a fresh test image, and the 

application will forecast the land type. 

• Selecting and uploading the '76759 sat.jpg' file in the screen, then clicking the 'Open' option to 

get the categorization results will be shown.  

• Land is identified as 'Forest LAND' in the above screen, and no we can try with another image. 

• You can run the remaining three modules in the same way, but instead of uploading the dataset, 

you must upload X.txt.npy.  

• Because the dataset is so large, I compress the image into a numpy array for the remaining three 

modules.  

• So, for module 2, I'll upload the X.txt.npy file to the screen below, and the rest of the functions 

will remain the same. 

• I submitted 'X.txt.npy' for module 2 on the previous screen, and you must upload the same file 

for the subsequent modules and test all functions. 
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V.RESULTS AND DISCUSSION  

Classification results showed a high overall accuracy (OA) ranging from 90% to 95%. Fig 3 shows 

61% accuracy for SVM. Fig 4 shows that CNN neural network accuracy is 91%. 

 
Fig 3. Accuracy for SVM 

 
Fig 4. Accuracy for CNN 

 

Click 'Train & Validate Neural Network' to train images with CNN neural network and determine its 

prediction accuracy. In above screen CNN neural network accuracy is 91% and now click on 

‘Accuracy Comparison Graph’ button to get below graph in fig 5. 

 
Fig 5. Accuracy Comparison graph 

 

If you click on the "Upload Test Image & Classify Lands" button, the application will begin predicting 

what type the land is by looking at a new test image that you've provided.  In above screen selecting 

and uploading ‘76759_sat.jpg’ file and then click on ‘Open’ button to get below classification result 

in fig 6 

and fig 7.  
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Fig 6. Classification Result 

In above screen land classified as ‘Forest LAND’ and now test with another image 

 
Fig 7. Classification Result 

 

Similarly, you may run the other three modules, but instead of providing datasets, you need to upload 

X.txt.npy in the other three modules. I compress the dataset image into a numpy array for the other 

three modules because the dataset size is so large. So, in the module 2 screen, I'll upload X.txt.npy 

and the rest of the functions will be the same as in module 1.  X.txt.npy is the file I uploaded for 

Module 2 and the identical file must be uploaded for the remaining modules and all functions tested. 

 

VI. CONCLUSIONS 

 

From the results, it is observed that the overall accuracy obtained by classification is between 90 and 

95 percentage.  In this work, fourteen sub-datasets were taken and three classifiers were used and the 

results were evaluated.  The highest overall accuracy was produced by SVM, it shows the least 

sensitivity when tested with the training sample sizes.  Then the next highest accuracy was produced 

by RNN and then by KNN. 
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