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Abstract 

Anime characters are used not only in books, but also in 

entertainment, awareness shows, video games, etc. In the recent 

times, there are many systems built for anime face generations. 

There are also various kinds of Artificial Intelligence approaches 

used to solve this, but the most famous ones are Generative 

Adversial Networks. The main reason is that the efficiency and 

performance of Generative Adversial Networks are found to be 

increasing as days go by. This paper is written to compare the 

quality of images, performance and efficiency and performance of 

two types of Generative Adversial Networks; namely Deep 

Convolutional Generative Adversial Network, and Style Generative 

Adversial Net-work2. Fréchet Inception Distance (FID) is taken as 

the evaluation metric for the systems implemented. For Deep 

Convolutional Generative Adversial Network, an FID score of 

624.04 is found; whereas for Style Generative Adversial Net-work2, 

an FID score of 30.6 is found. From the resultant images and the 

Fréchet Inception Distance score, it is evident that Style Generative 

Adversial Network2 is the best model for anime face generation 

Keywords: GAN, DCGAN, Style2GAN, Deep Learning, Machine 

Learning, Artificial Intelligence, Generation 

 

INTRODUCTION 

Deep Learning approaches are improving in efficiency and in speed very much. One of the 

main industries in which mankind is trying to bring the newly developed creativity that Deep 

learning systems can provide is the Comics and the Anime industry. Anime characters are 

used not only in books, but also in entertainment, awareness shows, video games, etc. This 

puts cartoonists at a huge pressure to create new kinds of characters every time. Thus, there is 

a need for generating different kinds of characters even for a single book. This is where Deep 

Learning, and Generative Adversial Networks in specific can help. The generator in the GAN 

http://philstat.org.ph/


Vol. 71 No. 3s (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 
2326-9865 

336 

can be trained to create fake characters, and the discriminator will give feedback for each 

image generated. There are various kinds of GANs through which this can be achieved. This 

project will be a comparative study on the various kinds of GANs and their performance to 

generate images. In the recent times, there are many systems built for anime face generations. 

There are also various kinds of Generative Adversial Networks that are used for this problem. 

The efficiency and performance of GANs are found to be increasing as days go by. This 

paper is written to compare the quality of images, performance and efficiency of two 

different types of GAN; namely Deep Convolutional GAN, StyleGAN2; using the anime face 

generation dataset. One of the main initial challenges faced to construct the system was the 

amount of computing power. The training time often took days, which is only possible with a 

supercomputer. This was corrected by connecting to Google Colaboratory instead of the 

physical system, and using the GPU runtime.  Another one of the main challenges was the 

presence of outliers in the dataset. The outliers were present in the form of blurred images, 

and the ones in which the faces were not easily recognizable. This was corrected by removing 

the various outliers present in the original dataset, hereby improving the quality of the 

training dataset. 

Caras et al.[10] improved the quality of the previously introduced StyleGAN and named it 

StyleGAN2 or Style GAN v2. This is found to be much more efficient than the previously 

developed StyleGAN, both in time and results generation. Jihye Back[11] used a StyleGAN2 

to generate a cartoon face based on a human face. The model succeeds in creating a globally 

convincing image based on the image given. However, adjusting of layers is required to 

optimize the dataset. Radford et al.[3] introduced the DCGANs by combining CNNs with the 

traditional GANs. The results obtained in this process was found to be much better when 

com-pared to the traditional GANs. Bing Li et al.[6] proposed a new generator architecture to 

simultaneously transfer styles and transform local facial shapes into anime-like counterparts 

based on the style of a reference anime-face, while preserving the global structure of the 

source photo-face. Caras et al.[7] proposed a new GAN architecture called StyleGAN and 

used it to gen-erate anime faces. The results obtained were found to be far more convincing 

than those obtained from other kinds of GANs. Aswin et al.[16] used a Conditional GAN to 

evaluate the consequences of prepro-cessing methods and improve the model’s ability to 

detect epiphytes in images that are produced as an output by Unmanned Aerial Vehicles 

(UAVs). Kumar et al.[17] used a Deep Convolutional GAN to generate synthetic data points 

and used the results to perform augmented data classification using a CNN. The usage of 

GAN proved to be much more efficient than using other models. Saradagi et al.[18] used 

evolutionary algorithms and processed the generator to classify the noise vectors, those which 

can be used to map a particular class without class labels.  Patil et al.[19] used a GAN 

network for segmenting images of speed bumps. The resultant accuracy was found to be 

good, and showed the ability of GANs to help in the development of self-driving vehicles. 
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ARCHITECTURE OF SYSTEM 

The architecture used for Deep Convolutional Generative Adversial Network is shown below. 

 

FIGURE 1: DCGAN Architecture 

The architecture used for StyleGAN2is shown below. 

 

FIGURE 2: StyleGAN2 Architecture 

DATASET 

The dataset consists of high-quality anime faces scraped from www.getchu.com, and then 

cropped to fit only the face using lbp cascade algorithm. Images sizes vary from 90 * 90 to 

120 * 120. For implementation purposes, the number of images used in the dataset is reduced 

to 20550. This number is obtained during the data cleaning stage while removing blurred 

pictures and erasing other corrupt files in the dataset. 

PHASES 

The following are the various phases in the process of generating new anime faces using 

GAN.  

Phases for DCGAN  

1. Data Cleaning and visualization  

        In this phase, the dataset is checked for any outliers, and the necessary action is taken. In 

the case of this dataset, the corrupt files and blurred images are removed. This makes the total 
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number of images present in the dataset as 20550. A sample of around 20 images are 

visualized using the PIL, to check for further outliers. 

2. Fixing Generator Architecture  

    The Generator is constructed with layers of CNN, Batch Normalization, and Leaky ReLU 

activation functions. The system constructed is then tested for errors. 

3. Fixing Discriminator Architecture  

   The Discriminator is constructed with layers of CNN, Batch Normalization, and ReLU 

activation functions. The system constructed is then tested for errors. 

4. Generating noise vectors  

Noise vectors are used to create differences in the images generated by the generator. If they 

are not given, we would end up with multiple copies of the same image. Noise vectors are 

generated using the randint function, which is built-in in python. 

5. Training  

     Training process is done for the whole system i.e., both the generator and the 

discriminator in this phase.  

6. Output Visualization 

     The resultant images received are visualized using the Python imaging library, and the 

FID score, or the Fréchet inception distance is calculated for the generated images. 

Phases for StyleGAN2  

1. Data Cleaning and visualization  

     In this phase, the dataset is checked for any outliers, and the necessary action is taken. In 

the case of this dataset, the corrupt files and blurred images are removed. This makes the total 

number of images present in the dataset as 20550. A sample of around 20 images are 

visualized using the PIL, to check for further outliers. 

2. Importing Generator and Discriminator architecture from NVDIA 

     The generator and discriminator architecture are taken from the NVDIA github repository. 

This is a public repository with instances for StyleGAN, StyleGAN2, Bayesian GAN, etc. 

3. Seed Vector Generation 

    Seed vectors are used to initialize how similar all of the images generated should be. If the 

seed value is given to be low, images with similar features will be generated. On the other 

hand, if seed vectors are given to be large, images with less similar features will be generated. 

4. Training 
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         Training process is done for the whole system i.e., both the generator and the 

discriminator in this phase.  

5. Output Visualization 

    The resultant images received are visualized using the Python imaging library, and the FID 

score, or the Fréchet inception distance is calculated for the generated images. 

RESULTS 

The results obtained for both the systems are discussed. The FID score, or the Fréchet 

Inception Distance score for each kind of GAN is tabulated below. 

TABLE 1 

Model FID Score 

DCGAN 624.04 

StyleGAN2 30.6 

 

At the end of the implementation of DCGAN and the generation of resultant images, the FID 

score is found to be 624.04, which is not a good score. Thus, we can conclude that DCGAN 

is not the most optimal system. A sample of the images present in the dataset is shown 

  

 

FIGURE 3: Sample images in dataset 

The resultant images that are obtained by the anime face generation GAN by using Deep 

Convolutional GAN is as follows. 
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FIGURE 4: DCGAN resultant images 

As it is shown in the above image, the resultant images are not globally convincing faces, as 

there are different eye colors, different eye shapes, and the whole image itself is fairly 

blurred. 

At the end of the implementation of StyleGAN2 and the generation of resultant im-ages, the 

FID score is found to be 30.6, which is a good score. Thus, we can conclude that StyleGAN2 

can be popularly used for anime face generation, as it is an optimal system. 

The resultant images that are obtained by the anime face generation GAN by using 

StyleGAN2 is as follows. 

 

FIGURE 5: StyleGAN2 resultant images 
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The above images are found to be much more globally convincing than the ones generated 

from DCGAN. Thus, StyleGAN2 is found to be an optimal system. 

CONCLUSION 

The most often used GANs for anime face generation is implemented and the result-ant 

images are compared. For DCGAN, In the resultant images, a few are found to be convincing 

and those images present different hair styles, hair colors or face orienta-tions. However, in 

some of the faces generated, there are different eye colors, eye shapes, etc; thus, making the 

results less globally convincing. FID score is found to be 624.04; which is a very high score. 

So, we can conclude that results will be guaranteed while using DCGANs, but the quality of 

the resultant images will be compromised. While coming to the StyleGAN2 architecture, the 

resultant images are found to be of high quality, with a smaller number of blurred images. 

The generated images are found to be globally convincing, with the features controlled by the 

seed values. The FID score is found to be 30.6, which is a very good score when compared to 

DCGAN. Thus, it is accepted that StyleGAN2 is the most optimal system among the GANs 

implemented. For further enhancements, Anycost GANs and StyleGAN3 can be implemented 

and further checked for their efficiency 
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