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Abstract 

The Onça stream is a Brazilian waterway, a canal on the left bank of 

the Rio das Velhas and a tributary of the São Francisco River. 

Although it plays an important role in the management of 

groundwater levels in the Ribeirao Preto region, the final groundwater 

capacity is declining in many parts of Brazil in response to 

abstraction. Predicting and forecasting stream water level using 

simple but effective methods can provide a reliable tool for future 

management of groundwater. In the present study, the daily water 

level of a particular well from the year 2004 to 2014 was considered 

as the dataset. The adopted database was segregated as 70% for 

training the above-mentioned models and the remaining 30% data 

was utilized for model testing. One of the soft computing methods, 

Backpropagation Neural Network was utilized for the prediction of 

daily groundwater table. In this, BPNN model, various training 

algorithm were utilized and compared based on the value of 

coefficient of correlation (R)and the time taken. The model also 

assessed by various statistical parameters like root means square error 

(RMSE), mean total error (MAE), determination coefficient (R2), 

Normalized mean biased error (NMBE). The results depicted that the 

developed model have good forecasting ability. 

Keywords: Backpropagation neural network, Estimating, 

Groundwater table, Soft computing, Training algorithm. 

 

 

1. Introduction 

The weather condition variations, water pollution are the certain factors which elevates the 

water requirement across the globe. One of the most important sources of freshwater is the 

groundwater, however, the abstraction and climate changes diminish the groundwater 
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level[3][21]. Groundwater research is extremely important because surface water is scarce in 

arid and semi-arid countries. These naturally filtered liquids are sometimes mistaken for good 

drinking and flowing water. The importance of multivariate modelling occurred in the 

planning, construction and operation of Meteorological and hydrological systems are 

frequently used in water resource systems.(for example, precipitation, flow, and temperature) 

[19][17][12]. Artificial Intelligence approaches including Genetic Programming (GP), 

Adaptive Neuro Fuzzy Inference System (ANFIS), Artificial Neural Networks (ANN), and 

M5tree (M5T) have been understood in recent years: that it was used ANNs to estimate 

monthly groundwater level variations[22][20].ANN was used  to estimate subsurface water 

levels; A hybrid ANN-numerical model for groundwater problems[1][5].ANN model was used 

to solve a challenging problem, In New Jersey, there is a real-world subsurface water 

management challenge.[2][4][6].ANN to estimate groundwater levels in China's West Jilin 

Province. ANN was used to investigate the effects of human activities on regional groundwater 

levels. ANNs were developed by et al. (2005) to predict potentiometric surface elevations 

accurately. [19][11][9]The primitive dispute in the water resource management is the 

meticulous prediction of groundwater level [8]. As urban areas extend across the world, 

governments and organizers search for approaches to precisely anticipate the groundwater level 

so they can ensure the water request is met as the populace development continues to increment 

and furthermore as a vital factor when planning new urban areas.[13][15]. The groundwater 

table has been estimated by using various modelling techniques [Artificial Neural Network is 

one of the supervised learning inspired from human brain’s architecture. During the early 

1970’s the Backpropagation neural network was established but the fame of the BPNN was 

escalated by Rumelhart (1986). The shortage of water assets has driven cultivators to improve 

their water system procedures to give crops their accurate water prerequisites. The external 

climatic conditions were utilized in order to predict the leaf area index for a greenhouse 

transpiration model by adopting the BPNN model [14][23]. The spatial evolution of sea ice of 

the Liaodong Bay was predicted with précised accuracy by the BP neural network model[10]. 

Ground source heat pump (GHSP) systems have been broadly utilized in private and business 

structures all through the world because of their elite and ecological kind disposition. The 

prediction of GHSP was carried out by adopting the BP model and the output was promising 

with higher accuracy[18]. The BP model was utilized as an evolutionary soft computing model 

for numerous real time problem [7][16].In this study, the goal is to evaluate the different 

training algorithm in BP model in order to predict the daily groundwater table in the Rio das 

Velhas region in Brazil. The evaluation of this model was carried out by different statistical 

indices such as Root mean square error (RMSE), Mean Absolute error (MAE), Coefficient of 

determination (R2), Normalized mean bias error (NMBE), Performance Index (PI), Nash–

Sutclie coefficient (NS). In order to construct the BPNN model, MATLAB was utilized. 

2. Study area & Data assemblage 

The Ribeirão das Posses watershed is located in the south of Minas Gerais State, Brazil, and 

extends between geographic coordinates from 22°49’46” to 22°53’21” south and from 

46°13’24” to 46°15’08” west. The study area is depicted in the following figure 1.The daily 
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groundwater table for a particular well in the above-mentioned location was observed from the 

year 2004 till 2014.  

In order to model the nonlinear hydrological process, the selection of possible input variable 

was one of the disputes. In this study, the various input fusions were adopted to resolve this 

hydrological modelling issue. The observed data from the year 2004-2014 was calibrated. This 

model, utilized 70% of the data for training and 30% of the data for the testing, as there is no 

universal rule for the segregation of data (Taheri et al., 2019; Pham et al., 2019; Chen et al., 

2019; Khosravi et al., 2019; Khozani et al., 2019). The data was normalized between 0 and 1 

by using the following equation (1) 

normalized value =
value−min.value

max.value−min.value
                                                                                   (1) 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Location of the study area. 

3. Methodology 

Artificial neural networks (ANNs) are one of the computing techniques and systems that can 

derive new information by learning from the properties of the human brain's ability to create 

and discover new information. They were developed with the help of the human brain's ability 

to create and discover new information.The goal is to be able to execute without assistance. 

Inspired by artificial neural networks, the human brain is the consequence of learning process 

mathematical modelling.The feed-forward-backpropagation ANN methodology, which works 

on the idea of backpropagation, is the most extensively used ANN method. An ANN model 

has three layers: input, hidden, and output.  
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Standard patterns are required in ANN in order to build an essential relationship between the 

data pair of inputs and outputs. Additionally, the predictability of a skilled ANN should also 

be examined for the situations which were not the part of the neural network training.  

The ANN models generally used to build up prescient models in light of its self-learning, 

nonlinearity, and self-assertive capacity estimation capacity. The BPNN model is one of the 

subsets of the ANN, which has typically input, hidden and the output layer. The main pro of 

this BP model was the reverse transmission of signals and errors. The typical  architecture of 

the BPNN model was depicted in the following figure 2.  

 

Figure 2: Typical architecture of BPNN model. 

In the back propagation model, the preliminary weights were set arbitrarily and later it was 

altered as per the disparities between the training and the output data. The standard BP neural 

network utilizes an algorithm of descent gradient, and the network weights are changed 

contrarily along the gradient of the function. Consequently, the anticipated values continue to 

draw nearer to the observed value (Feng et al., 2020). In the initial stage, the BPNN model, 

promulgate the inputs forward and the yield of the various layers can be computed by using the 

following equation (2) (Jana et al., 2018). 

Gn+1 = f n+1(wn+1. Gn+1 + bn+1)                                                                                  (2) 

where G- is the output, f is the transfer function, w is referred as the weight matrix for various 

layers; n=0, 1…,M-1, M is the number of layers; and b is termed as the bias matrix for the 

considered layers.,The next stage in BP is to disseminate the sensitivities backward through 

the network initiating from the final layer. 

sM = 2KM(x)M(t − S)                                                                                                     (3) 

 where, s is the sensitivity, x is the net input and t is considered to be the target  

KM = [f n(x1
n) …  0 ⋮  f n(x2

n)  ⋮  0 0 f M(xsn
n )     ]  
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Then the last layer of the sensitivities is then back propagated to the initial layer by the and it 

can be expressed as per the following equation (4) 

 sn = Fn(xn)(Wn+1)T. sn+1                        

(4) 

The biases and the weights will be upgraded in the concluding step by adopting the steepest 

descent rule which are as follows in the following equations (5) and (6) 

 Wn(k + 1) = Wn(k) − αsn(Gn−1)T                

(5) 

 bn(k + 1) = bn(k) − αsn                        

(6) 

where, α is the learning rate. 

The BPNN model was developed in the software MATLAB and the training dataset which is 

70% of the total dataset was utilized to develop the model and the remaining 30% of the model 

was adopted to assess the trained model.One of systems which can learn adaptively is DENFIS. 

This system can able to change dynamically every model to particular output for each input. If 

a relationship which is complex must be modelled, then DENFIS is trust worth approach. A 

experimented has conducted where DENFIS has given a model with 2 inputs to estimate ET 

for minimum and maximum temperatures. ANFIS is Adaptive Neural Fuzzy Inference Systems 

is similar software but Advaned version of it is DENFIS. Neuro-fuzzy models has been used 

by ANFIS for input and output to build a relationship called predictor-predictand. The 

drawback of ANFIS is because of stationary structure its arduous to adapt for the inputs which 

are new. In addition, ANFIS produces NF models which grows exponentially as per the 

numerous inputs given, which turns hard for solving high dimensional inputs. The DENFIS 

system uses rising clustering functions with many steps are taken to predict the cluster centers. 

This cluster data generates NF models. The massive noise in the data can be managed by the 

algorithms which are clustered in DENFIS makes the system model efficiently. There are two 

ways to develop the DENFIS system; Offline and online learning system. DENFIS develops a 

function, which is modified many times by Least-Square adopting method. If the process is 

offline, a better accuracy can be achieved using best learning algorithm for the dynamic 

evolution of NF models. (Jitter plot).In the study , the structure used is feed forward neural 

network and method is described as follows:This method mainly contains 2 phases. They are 

forward and backward computing. 

 In first case, which is forward computing, every layer has a weight matrix which has a 

connection with one behind layer and also to the upcoming layer. The weight matrix of the 

hidden layer is Wij with f1 as the activation function. Then the output layer also has the 

activation function f2 and the weight matrix is Wjm Then the input vector of network is x belongs 

to Rnx1  and the response vector which is output vector is y belongs to Rnx1 .  

The relation between them is written as follows 
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In this  study, most used three transfer functions are Log-sigmoid, liner and tangent sigmoid 

and examined in experiments.Backward computing which is after forward computing, relay on 

the algorithms to settle the weights. This method of normalizing the weights to reduce the 

differences among desired and actual outputs is known as network learning or training. In a 

case where the errors are higher then the expected results, then the errors are repeated through 

and through backward in the network till minimized. In terms of ANN this stage is also known 

as algorithm of Back-propagation. 

According the methods used to train the models of ANN(feed-forward neural networks), 

variety of back-propagation algorithms are generated and adopted. In a study, one of the 

algorithms of back-propagation called Levenberg-Marquadt, which is faster and second order 

nonlinear optimization method is used. This algorithm uses a newton method which is 

simplified and applied for adoption. The process of training should be considered a set of 

inevitable weights that reduce error (ep) for all samples in the group.Human brain’s learning 

skills inspires for information processing methods of ANN. To establish the present patterns 

among input and output data sets, ANN requires samples to adopt accordingly. Also it is must 

examine the ability of ANN when given the input the DATA from outside of the sample given. 

To conduct entire process, including testing and training, the data we have should be 

randomized and divided accordingly. Approximately, the data for training the ANN is 70% and 

for testing only 30%, which is divided equally into sets for testing and validation.  

To train the ANN, the data from 70% is used, which higher than the testing as ANN requires 

mode data to establish and understand the relationship between the data pairs of input and 

output updating the work weights of neural network systematically and BO algorithm. While 

training is going on, there is a chance for ANN to over-learn of over-fit the sample patterns 

given while training. This can be resulted for the low generalization of the network when given 

new data. 

To over come the over fitting the ANN work, the data from Validation can also be used but 

indirectly So that this helps to reduce the errors during validation. Once the training is finished 

successfully then the testing of ANN start in second phase from the remaining data. The ANN 

has to predict the results using the training algorithms for rest of the input given from the data 

with as less as errors possible.  

4. Results and Discussion 

There are no norms for modifying the number of hidden neurons, a hit and trial approach were 

utilized for determining the optimum number of hidden neurons (Naik et al., 2014). In the 

upcoming table (1) the syntax for the various training functions and their corresponding 

algorithm type has been shown. 
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Table 1: BPNN model’s training functions and their corresponding algorithm. 

S.No Type of Algorithm 

Syntax of the training 

function 

1 Scaled Conjugate Gradient trainscg 

2 Levenberg-Marquardt  trainlm 

3 Fletcher-Reeves Conjugate Gradient  traincgf 

4 BFGS quasi-Newton backpropagation trainbfg 

5 

Gradient Descent with Momentum and 

Adaptive Learning Rate traingdx 

6 Bayesian Regularisation trainbr 

7 Polak-Ribiére Conjugate Gradient traincgp 

8 

Conjugate Gradient with Powell/Beale 

Restarts   traincgb 

 

The tuning parameters such as training algorithms, hidden transfer function, output transfer 

function and number of hidden neurons were determined by trial-and-error approach. The table 

(1) shows the utilization of various training algorithm that the BPNN model can adopt. The 

transfer functions such as “tansig” “logsig” and “purelin” were utilized.  

According to the above-mentioned table, maximum of 2 hidden neurons were adopted in order 

to obtain the best result. The epochs are nothing but the iterations, which exposed that the 

number of iterations took place at lease mean squared error and the time taken to achieve the 

iteration with best possible coefficient of correlation value.  

The above table 1 depicts that, the model number M4 and M6 with the training algorithm 

‘trainbgf’ and ‘trainbr’ with the same transfer functions ‘logsig’ and ‘tansig’ were providing 

the best coefficient of correlation (R) value with minimal error. 

The following table 2 depicts the neural architecture and the design parameters for the BP 

model. 
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Table 2: Neural structure and the design parameters of the BPNN model. 

Trial 

Mod

el No 

Training 

Algorith

m 

Hidde

n 

transfe

r 

functio

n 

Output 

Transf

er 

functio

n 

Neuronal 

architectu

re (input-

hidden-

output) 

Epoch

s 

Time 

(sec) MSE 

Validation 

Traini

ng (R) 

Testin

g (R) 

M1 trainscg tansig logsig 3-2-1 300 5 0.000289 0.9968 

0.988

9 

M2 trainlm tansig logsig 3-1-1 300 10 0.000223 0.9970 

0.989

4 

M3 traincgf purelin logsig 3-1-1 19 1 0.000248 0.9968 

0.991

5 

M4 trainbgf logsig Tansig 3-1-1 76 2 

0.000085

85 0.9988 

0.993

4 

M5 traingdx logsig Logsig 3-1-1 140 3 

0.000688

3 0.9914 

0.976

9 

M6 trainbr logsig Tansig 3-1-1 150 5 0.000062 0.9991 

0.994

5 

M7 traincgp purelin Tansig 3-1-1 21 1 0.000714 0.9906 

0.988

4 

M8 traincgb tansig Tansig 3-1-1 53 2 0.000128 0.9983 

0.992

6 

 

. The performance of the model M4 and M6 can be depicted in the upcoming figure 3 and 4. 
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Figure 3: Training Performance of the BPNN model of M4 and M6. 

 

Figure 4: Testing Performance of the BPNN model of M4 and M6. 

The above figure depicted that the models M4 and M6 performs well in determining the daily 

groundwater table, however the model M6 outperforms the other models. The upcoming figure 

(4) explains compares the potential of the various adopted training algorithm with respect to 
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their coefficient of correlation (R) and the time taken for forecasting the groundwater level. 

The figure (4) explains that, the model M6 outperforms other BPNN models. 

There are other various statistical parameters such as Root mean squared error (RMSE), Mean 

absolute error (MAE), Coefficient of determination (R2), Normalized mean bias error (NMBE), 

Variance account factor (VAF), Nash Sutcliffe efficiency (NS), Performance Index (PI) and 

adjusted determination coefficient (Adj.R2) are utilized in order to assess the capability of the 

developed BPNN model 

Figure 5.Comparison of performance of various training algorithms. 

. The statistical values for the M4 and M6 models are depicted in the following table 3. 

Table 3: Statistical assessment of the models M4 and M6. 

STATISTICAL 

PARAMETER 

M4 M6 

Training Testing Training Testing 

RMSE 0.00927 0.02557 0.00786 0.00021 

MAE 0.00636 0.01387 0.00000 0.00001 

VAF 0.77380 -1.29526 0.83399 0.69525 

ADJ. R2 0.99760 0.98682 0.99820 0.98901 

PI 0.99607 0.94829 0.99868 0.99575 
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NS 0.99771 0.97360 0.99835 0.97873 

NMBE 0.18683 1.38263 0.04245 1.14537 

R2 0.99760 0.98684 0.99820 0.98903 

 

The above table 3 depicted that the errors such as RMSE and MAE for both M4 and M6 are 

less, however, the M6 model has less error than the M4 model. If the value of NMBE is positive 

then it represents the over prediction and vice versa as under prediction. From the above table 

3, the value of NMBE for M6 model is more efficient than the M4 model.  

Almost in most of the statistical parameters, the M6 model which has the training algorithm 

“trainbr” outperforms the other adopted training algorithms for predicting the daily 

groundwater table. The following figure (5a) and (5b) depicts the pictorial representation of 

the statistical assessment by comparing the M4 and M6 models. 
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6(b) 

Figure6(a) and 5(b) compares the statistical values of the developed M4 and M6 BPNN 

model. 

5. Conclusion 

The precise determination of the groundwater table can assist to guide the sustainable 

development and management of water usage. This study adopted one of the machine learning 

technique, BPNN in order to forecast the daily groundwater table variations for the specific 

location in Brazil. The capability of BPNN model by utilizing various training algorithm has 

been depicted in this study, however the method Bayesian regularization backpropagation with 

the syntax of “trainbr” with 1 hidden neuron and the transfer functions are logsig and tansig 

provided the best optimized output. The statistical performances of M6 model were compared 

with the other M4 model and hence the Bayesian regularization backpropagation method 

provided the best result. The adopted M6 model, when compared with the other models clearly 

depicted the accuracy and greater performance in every criterion. 

References 

1. Reinecke R, Wachholz A, Mehl S, Foglia L, Niemann C, Döll P. Importance of Spatial 

Resolution in Global Groundwater Modeling. Groundwater 2020;58:363–76. 

2. Le Brocque AF, Kath J, Reardon-Smith K. Chronic groundwater decline: A multi-decadal 

analysis of groundwater trends under extreme climate cycles. J. Hydrol. 2018; 561: 976–

86 

3. Chang, F.-J., Chang, L.-C., Huang, C.-W., & Kao, I.-F. (2016). Prediction of monthly 

regional groundwater levels through hybrid soft-computing techniques. Journal of 

Hydrology, 541, 965–976. 

-1.30

-1.00

-0.70

-0.40

-0.10

0.20

0.50

0.80

1.10

1.40

RMSE MAE VAF ADJ.

R^2

PI NS NMBE R^2

Statistical assessment of Testing dataset

Ideal line M6 M4

http://philstat.org.ph/


Vol. 71 No. 3s (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

   ISSN: 2094-0343 

2326-9865 

386 

4. Yadav, B., Gupta, P. K., Patidar, N., & Himanshu, S. K. (2019). Ensemble modelling 

framework for groundwater level prediction in urban areas of India. Science of The Total 

Environment, 135539. 

5. Panahi, M., Sadhasivam, N., Reza Pourghasemi, H., Rezaie, F., & Lee, S. (2020). Spatial 

prediction of groundwater potential mapping based on convolutional neural network 

(CNN) and support vector regression (SVR). Journal of Hydrology, 125033. 

6. Belkhiri, L., Tiri, A., & Mouni, L. (2020). Study of the spatial distribution of groundwater 

quality index using geostatistical models. Groundwater for Sustainable Development, 

100473. 

7. Ahmedbahaaaldin Ibrahem Ahmed Osman, Ali Najah Ahmed, Ming Fai Chow, Yuk Feng 

Huang, Ahmed El-Shafie, Extreme gradient boosting (Xgboost) model to predict the 

groundwater levels in Selangor Malaysia, Ain Shams Engineering Journal, 2021, 

8. Rumelhart, D. E., Hinton, G. E. and Williams, R. J. (1986), “Learning Representations by 

BackPropagating Errors”, Nature, 323, 6088, pp.533-536 

9. Wang, H., Sánchez-Molina, J. A., Li, M., Berenguel, M., Yang, X. T., & Bienvenido, J. F. 

(2017). Leaf area index estimation for a greenhouse transpiration model using external 

climate conditions based on genetics algorithms, back-propagation neural networks and 

nonlinear autoregressive exogenous models. Agricultural Water Management, 183, 107–

115. 

10. Zhang, N., Ma, Y., & Zhang, Q. (2018). Prediction of sea ice evolution in Liaodong Bay 

based on a back-propagation neural network model. Cold Regions Science and 

Technology, 145, 65–75. 

11. Lu, S., Li, Q., Bai, L., & Wang, R. (2019). Performance predictions of ground source heat 

pump system based on random forest and back propagation neural network models. Energy 

Conversion and Management, 197, 111864. 

12. Zhou, S., Liu, N., Shen, C., Zhang, L., He, T., Yu, B., & Li, J. (2019). An adaptive Kalman 

filtering algorithm based on back-propagation (BP) neural network applied for 

simultaneously detection of exhaled CO and N2O. Spectrochimica Acta Part A: Molecular 

and Biomolecular Spectroscopy, 117332. 

13. Zhang, H., Li, Y., & Zhang, H. (2019). Risk early warning safety model for sports events 

based on back propagation neural network machine learning. Safety Science, 118, 332–

336. 

14. Wang, G., Awad, O. I., Liu, S., Shuai, S., & Wang, Z. (2020). NOx emissions prediction 

based on mutual information and back propagation neural network using correlation 

quantitative analysis. Energy, 198, 117286. 

15. Bo Wang, Bowen Chen, Gongqing Wang, Ru Li, Jiming Wen, Chuan Lu, Ruifeng Tian, 

Jian Deng, Back propagation (BP) neural network prediction and chaotic characteristics 

analysis of free falling liquid film fluctuation on corrugated plate wall, Annals of Nuclear 

Energy, Volume 148, 2020, 107711. 

16. Taheri, K.; Shahabi, H.; Chapi, K.; Shirzadi, A.; Gutiérrez, F.; Khosravi, K. Sinkhole 

susceptibility mapping:A comparison between bayes-based machine learning algorithms. 

Land Degrad. Dev. 2019, 30, 730–745. 

http://philstat.org.ph/


Vol. 71 No. 3s (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

   ISSN: 2094-0343 

2326-9865 

387 

17. Pham, B.T.; Prakash, I.; Khosravi, K.; Chapi, K.; Trinh, P.T.; Ngo, T.Q.; Hosseini, S.V.; 

Bui, D.T. A comparison of support vector machines and bayesian algorithms for landslide 

susceptibility modelling. Geocarto Int. 2019, 34, 1385–1407.  

18. Chen, W.; Hong, H.; Panahi, M.; Shahabi, H.; Wang, Y.; Shirzadi, A.; Pirasteh, S.; 

Alesheikh, A.A.; Khosravi, K.; Panahi, S. Spatial prediction of landslide susceptibility 

using gis-based data mining techniques of anfis with whale optimization algorithm (woa) 

and grey wolf optimizer (gwo). Appl. Sci. 2019, 9, 3755. 

19. Khosravi, K.; Daggupati, P.; Alami, M.T.; Awadh, S.M.; Ghareb, M.I.; Panahi, M.; Pham, 

B.T.; Rezaie, F.; Qi, C.; Yaseen, Z.M. Meteorological data mining and hybrid data-

intelligence models for reference evaporation simulation: A case study in iraq. Comput. 

Electron. Agric. 2019, 167, 105041. 

20. Khozani, Z.S.; Khosravi, K.; Pham, B.T.; Kløve, B.; Mohtar, W.; Melini, W.H.; Yaseen, 

Z.M. Determination of compound channel apparent shear stress: Application of novel data 

mining models. J. Hydroinform. 2019, 21, 798–811. 

21. Feng, Y., Liu, Y.-Z., Wang, X., He, Z.-X., Hung, T.-C., Wang, Q., & Xi, H. (2020). 

Performance prediction and optimization of an organic Rankine cycle (ORC) for waste 

heat recovery using back propagation neural network. Energy Conversion and 

Management, 226, 113552. 

22. Jana, G. C., Swetapadma, A., & Pattnaik, P. K. (2018). Enhancing the performance of 

motor imagery classification to design a robust brain computer interface using feed 

forward back-propagation neural network. Ain Shams Engineering Journal, 2871-2878. 

23. Naik, A.R., Shafi, P.M., Kosbatwar, S.P., 2014. Weather prediction using error 

minimization algorithm on feedforward artificial neural network. In: Mohapatra, D.P., 

Patnaik, S. (Eds.), Intelligent Computing, Networking, and Informatics, Advances in 

Intelligent Systems and Computing. Springer, New Delhi, India. 

 

AUTHORS PROFILE 

Varna Vishakar V currently working as Assistant professor in KIET Group of 

Institution having Masters in Environmental Specialization from Anna 

University, Chennai, published 6 International Paper publications in Scopus 

and other reputed journals. Experienced Chairperson with a demonstrated 

history of working in the higher education industry. Skilled in Civil 

Engineering, Environmental Engineering, Environmental Conservation 

Studies, Impact Assessment, Water Quality Monitoring, Sustainable Development, AutoCAD, 

Technical Presentation, Project Managing, and Project Coordination. 

 

Ayush Jain, currently working as Assistant professor in KIET Group of Institution 

has masters in Alternate Hydro Energy System from Indian institute of technology 

Roorkee and completed his graduation in Civil Engineering from Rajasthan 

Technical University published 2 papers related to the Land use and land cover dynamics.  

 

 

 

http://philstat.org.ph/


Vol. 71 No. 3s (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

   ISSN: 2094-0343 

2326-9865 

388 

 

Zohaib Ahmed Khan is an Assistant Professor in the Department of Civil 

Engineering at KIET Group of Institutions, Delhi-NCR, Ghaziabad, Completed 

M.Tech in Hydraulics and Water Resources Engineering from Delhi 

Technological University. 

 

Ayush kumar currently working an Assistant Professor in the Department of 

Civil Engineering at KIET Group of Institutions, Delhi-NCR, Ghaziabad, 

Completed M.Tech in Environment Science & Engineering from Jamia Millia 

Islamia, New Delhi. 

 

 

 

 

 

 

http://philstat.org.ph/

